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This Proxmox home lab e-book contains a compilation of posts | have created in working with Proxmox in the
home lab. While not an exhaustive guide to Proxmox, the posts compiled in this guide cover the basic installation
and configuration of Proxmox, including networking, storage, security, monitoring, and other topics. | have also
included a section on installing pfSense on Proxmox and other specialized lab scenarios.

Since many will be coming from a VMware vSphere background, the guide starts from installing Proxmox in a
nested environment running on VMware vSphere. We conclude coming full circle by installing nested ESXi inside
of Proxmox.
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Nested Proxmox VMware installation in ESXi

January 13, 2022
Proxmox

Proxmax VE 7.1 (iso release 2) - https://www. proxmoy.com/
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Booting the Proxmos 7.1 VE installer

In working with clients and different environments, you will definitely see many different hypervisors used across the
landscape of enterprise organizations. While | recommend VMware vSphere for business-critical enterprise workloads to
customers, there are use cases where | see other hypervisors used. Proxmox is a really great open-source, free hypervisor
available for use and is even developed for use in enterprise applications. | also know of many in the community running
Proxmox in their home lab environment. If you are like me and like to play around with technology, hypervisors, and other
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cool geeky stuff, | find | load a lot of different solutions in the lab. Let’s take a look at nested Proxmox VMware installation
in ESXi and see how you can easily spin up a Proxmox host in a vSphere VM.

What is Proxmox?

Proxmox is easily administered using a rich, fully-featured web interface that actually looks and feels nice. While it is not in
my opinion where the vSphere client is in look and feel, it is quite nice and does the job needed to administer the Proxmox
environment.

Proxmox VE is an open-source hypervisor platform for enterprise virtualization. It provides many features needed to run
production workloads, including virtual machines, containers, software-defined storage, networking, clustering, and other
capabilities out-of-the-box. It is based on Linux, so you get the pure Linux experience for virtualization, containers, and
other facets. Note some of the benefits:

Open-source software

No vendor lock-in

Linux kernel

Fast and easy installation

Easy-to-use with the intuitive web-based management interface
Low administration costs and simple deployment

Huge active community

Nested Proxmox VMware installation in ESXi

The first thing you need for your nested Proxmox VMware installation in ESXi is to download the Proxmox ISO for
installation. You can download the Proxmox ISO here:

o Get the free Proxmox VE I1SO installer
e Current version Proxmox VE 7.1

You will mount the ISO to your virtual machine in VMware vSphere like you would any other OS installation. Create a new
VMware vSphere virtual machine with the following details:

e Guest OS Family — Linux
¢ Guest OS Version — Debian GNU/Linux 11 (64-bit)
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Proxmox VMware virtual machine settings

Next, make sure to expose hardware-assisted virtualization to the guest OS for your soon-to-be Proxmox installation. As
most of us are familiar with in our nested ESXi labs, this is a simple checkbox in the properties of your VMware ESXi virtual
machine under the CPU settings.
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After booting from the ISO, the Proxmox VE 7.1 installation begins. Select to Install Proxmox VE.
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Booting the Proxmos 7.1 VE installer

First things first. Accept the EULA to proceed.
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Accept the EULA for Proxmox VE 7.1

Next, you can customize the disk partition layout if you choose. However, for my nested Proxmox VMware installation, | am
accepting the defaults.
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Select the disk partitioning to be used with the Proxmox VE 7.1 installation

Next up is setting your location and time zone configuration.
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Set the location and time zone

Configure the password for your root account. Also, Proxmox has you enter an email address.
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Set the administrator password and email address

Configure the Proxmox hostname and your network configuration.
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Set the hostname and network configuration

Finally, we come to the Summary screen. Here, review the configuration and validate your settings. Then, click Install.
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Summary of the Proxmox VE 7.1 installation
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Proxmox VE 7.1 installation proceeds

After finishing the installation, the Proxmox server will reboot. Below is the boot screen captured as it reboots from the
installation.
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Proxmox VE 7.1 boots as a VMware ESXi VM

Finally, we are logged into the Proxmox web GUI using root and the password configured during the installation. Overall,
the nested Proxmox VMware installation in ESXi was straightforward and easy. If you want to play around with Proxmox in
a nested configuration, VMware vSphere provides a great way to do this using the basic functionality we have used for

quite some time with nested ESXi installations.
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Logged into the Proxmox VE 7.1 web interface

Wrapping Up

Proxmox is a cool hypervisor that provides a lot of features in an open-source, freely available download. The latest
Proxmox VE 7.1 release has a lot of out-of-the-box features and can be used to run production workloads. If you want to
play around with Proxmox, running the hypervisor inside a nested virtual machine in VMware ESXi is a great way to gain
experience with installing, operating, troubleshooting, and other aspects of the virtualization solution.

You can learn more about Proxmox from their official page found here:

e Proxmox — Powerful open-source server solutions
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Proxmox 8.1 New Features and Download with Software-Defined Network
and Secure Boot

November 27, 2023
Proxmox

Proxmox 8.1

The Proxmox 8.1 hypervisor has been released with great new features. The official information and documentation show it
is a worthy upgrade for Proxmox 8 systems. Highlights include new software-defined network (SDN) features, secure boot,
flexible notifications, and other new improvements. Let’s dive into this release.

Table of contents

Software-Defined Networking_in Proxmox VE 8.1
Enhancing_Security with Secure Boot Compatibility

Introducing_a Flexible Notification System support
Kernel and Software Updates: Staying Ahead with Proxmox VE 8.1

Simplifying_Virtual Machine Management
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Download and Community Support

Proxmox is Open Source with Professional Support available
Great for home labs

Wrapping_up new Proxmox VE 8.1 features

Software-Defined Networking in Proxmox VE 8.1

One of the top new features of Proxmox VE 8.1 is its native support for software-defined networking (SDN). Changes in
this release, by default, the core SDN packages are now integrated into the Proxmox setup. This adds a more flexible,
scalable networking solution within virtual environments and installations.

SDN in Proxmox VE 8.1 enables you to create virtual zones and networks, enabling you to manage and control complex
networking configurations efficiently, right from the web interface. With this new feature, you can handle complex overlay
networks and enhance multi-tenancy setups.
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Software defined networking in proxmox 8.1

Enhancing Security with Secure Boot Compatibility

Security is enhanced in Proxmox VE 8.1 with the addition of support for Secure Boot. Secure Boot makes sure that only
software with a valid digital signature is allowed to boot. This more secure boot process helps reduce the risk of
unauthorized or malicious code execution in virtual machines.

Proxmox VE 8.1 now includes a signed shim bootloader, making it compliant with most hardware UEFI implementations.
This feature is a great step forward in safeguarding virtualized data centers.
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Introducing a Flexible Notification System support

Another new enhancement that many will be excited about is Proxmox VE 8.1 introduces a new, flexible natification system
that employs a rules matcher-based approach to route notifications. This system allows users to specify various target
types for receiving notifications.

It supports diverse notification channels, including local Postfix MTA, Gotify servers, and authenticated SMTP servers. The
new granular control over notifications enhances system monitoring and response capabilities to system events.
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New notification system support

Kernel and Software Updates: Staying Ahead with Proxmox VE 8.1

The new release is based on Debian 12.2, codenamed “Bookworm,” and includes a newer Linux kernel 6.5. Keeping up
with the latest kernel helps ensure stability and performance. Proxmox VE 8.1 also includes updates to open-source
technologies, such as QEMU 8.1, Ceph 18.2, and Open ZFS 2.2.

This will help to further enhance virtualization performance and storage technologies for virtualization tasks.
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New linux kernel update with proxmox 8.1

Comprehensive Support for Ceph Versions

Proxmox VE 8.1 adds support for Ceph Reef 18.2.0 defaults and continues to provide compatibility with Ceph Quincy
17.2.7. This dual-version support provides flexibility in choosing the most appropriate Ceph version based on specific
requirements and scenarios.
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Installilng ceph in proxmox 8.1

Simplifying Virtual Machine Management

Proxmox VE 8.1 includes new bulk management features that make managing virtual machines more intuitive and
efficient. It improves upon the “Bulk Actions” feature. These now include an option to suspend multiple guests
simultaneously, adding new capabilities in streamlining administrative tasks.

Also, it adds a VirtlO driver ISO image that is now more straightforward and directly integrated into the VM creation wizard
taking the heavy lifting out of this process.

Download and Community Support

Proxmox VE 8.1 is available for download from the official Proxmox website, complete with all features and capable of
installation on bare-metal. The Proxmox community, with over 130,000 active members, continues to be a vibrant and
supportive space for sharing knowledge and experiences.

Proxmox is Open Source with Professional Support available

As an open-source platform, Proxmox VE is licensed under the GNU Affero General Public License, v3, offering flexibility
and freedom from vendor lock-in.

For enterprise users, Proxmox Server Solutions GmbH offers subscription-based support, ensuring access to tested
updates and professional assistance.

Great for home labs

Many are already running Proxmox in their home lab environment. Proxmox is an excellent choice for home labbers who
want a robust feature set for their lab VMs and self-hosted services and it is an open source virtualization platform. It
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makes use of kernel based virtual machine (KVM).

The new Proxmox 8.1 features make it an even more appealing choice for running your critical self-hosted services. | have
been running Proxmox in the home lab for a few years now alongside other hypervisors like vSphere. It is a great solution
that allows you to run VMs and LXC containers without issue.

Proxmox 8 Cluster with Ceph Storage
configuration
https://youtube.com/watch?v=-gk_P9SKYK4

Proxmox 8 cluster with Ceph storage

The web Ul is fully-featured, and you can easily get to everything you need in the navigation links in the browser.

For me, | have had no major issues to report with great CPU performance and support for most project solutions | have
installed. You can also passthrough your GPUs such as AMD and nVidia graphics cards. | you want to run a Docker
container host, Proxmox makes for a great underlying hypervisor solution that you can also cluster with multiple hosts for
HA, migration, and scalability purposes.

The Proxmox Backup server is also free to run and backup all your critical VM workloads. VM templates are available for
quickly deploy various operating systems from the web-based console.

Wrapping up new Proxmox VE 8.1 features

Proxmox Virtual Environment 8.1 makes the Proxmox 8.x release even better with great new features and capabilities. The
team at Proxmox is listening to what users and organizations need with Proxmox 8.1. Features like secure boot, SDWAN
built-in, new kernel updates, better notification system and improved bulk operations, make this the best Proxmox VE
release to date.
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Upgrade Proxmox Host to 8.1: Tutorial & Steps

November 28, 2023
Proxmox

Uparae Steps

Proxmox 8.1 upgrade steps

With the release of Proxmox 8.1, you may be itching to update your Proxmox host in the home lab or production. Let’s look

at the steps to upgrade your Proxmox host to Proxmox 8.1. In the example below, | will be upgrading an 8.0.3 host that |
have running to 8.1.

Table of contents

New features

No enterprise subscription prerequisites

Proxmox 8.1 upgrade steps from the GUI

Steps to upgrade from Proxmox 7.4 to Proxmox 8.1
Mini PC running_Proxmox
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New features

There are many new features to speak of in Proxmox 8.1. | just uploaded a post covering the new features. However, as a
quick overview, the major new features include:

Software-defined networking
Secure boot

New bulk actions

Upgraded Linux kernel

A new flexible notification system
Upgraded Ceph Reef version

No enterprise subscription prerequisites

If you are running Proxmox in the home lab and aren’t running an enterprise subscription, which is how most home lab
enthusiasts will be running, you need to reconfigure your update repositories. You may have already done this earlier for a
lower-level Proxmox version. However, if you haven't already updated it to the “bookworm” repo, we will need to make that
change, and then also change to the Ceph “reef” repo.

Update the following files in the comment lines:
#/etc/apt/sources.list.d/pve-enterprise.list

From: deb https://enterprise.proxmox.com/debian/pve bookworm enterprise
To: deb http://download.proxmox.com/debian/pve bookworm pve-no-subscription

#/etc/apt/sources.list.d/ceph.list
From: deb https://enterprise.proxmox.com/debian/ceph-quincy bookworm enterprise
To: deb http://download.proxmox.com/debian/ceph-reef bookworm no-subscription

Proxmox 8.1 upgrade steps from the GUI

After you have reconfigured the files above, you will need to refresh your updates. The following are Proxmox 8.1 upgrade
steps using the GUI web interface.

First, click your Proxmox host in the GUI. Navigate to System > Updates > Refresh. When you click Refresh, it runs an
“apt-get update”.
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Refresh updates after changing the repositories

You will see the Task viewer display the status of the apt-get update.
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The status of the apt get update from the GUI

After refreshing the updates, you can click the Upgrade button.
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Kicking off the upgrade from the proxmox GUI

It will launch another browser window displaying the prompt for you to enter Y to confirm you want to continue the upgrade
process.
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Press y to continue the upgrade process

After all the upgrade process is complete, you will see the note that a new kernel was installed and a reboot is required to
instantiate the new kernel. Here | am typing reboot from the window.
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Reboot after the proxmox 8.1 upgrade and the kernel upgrade

Proxmox 8.1 upgrade steps from the command line

The upgrade steps from the command line are very simple. We just run the commands the GUI runs for us from the
command line.

First we refresh the updates after we have updated the repository URLs. To do that, run the following commands:

apt update
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root@pve:~# apt update
:1 http 3
http p.us.debian.o
ftp.us.debian.o
winload . proxmo
winload. pr !
wnload. proxmox. com/debian/ceph-reef bookworm/no-subscription amdé
9 kB]

winload. proxmox. com/debian/pve bookworm/pve-no-subscription amdé&d

[0, =TT

idency tree... Done
information... Done
‘apt list --upgradable' to see the

Running the apt update command to refresh the available updates

Next, we run the following command:

apt dist upgrade
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root@pve:~# apt dist-upgrade

Reading package lists... Done

Building dependency tree... Done

Reading state information... Done

Calculating upgrade... Done

The following package was automatically installed and is no longer required:
pve-kernel-6.2

Use 'apt autoremove' to remove it.

The following MEW packages will be installed:
fonts-font-logos libnet-subnet-perl libpve-network-perl libpve-notify-perl
libsocketb-perl proxmox-default-kernel proxmox-kernel-6.2
proxmox-kernel-6.2.16-19-pve proxmox-kernel-6.5
proxmox-kernel-6.5.11-4-pve-signed proxmox-termproxy
pve-edk? -firmware-legacy pve-edk?-firmware-ovmf

The following packages will be upgraded:
base-files bind9-dnsutils bind9-host bind9-1libs ceph-common ceph-fuse curl
dbus dbus-bin dbus-daemon dbus-session-bus-common dbus-system-bus-common
debian-archive-keyring debianutils grub-common grub-efi-amdéd-bin grub-pc
grub-pc-bin grubZ-common ifupdown? inetutils-telnet krb5-locales libc-bin
1ibc-118n libct libcephfs2 libcurl3-gnutls libcurld libdbus-1-3
libgssapi-krb5-2 libgstreamer-plugins-basel.®-8 libjs-extjs libkScrypto3
libknetl 1libkrb5-3 libkrb5support@ 1libldb2 libnftablesl libnozzlel
libnss-systemd libnvpair3linux libpam-modules libpam-modules-bin
libpam-runtime libpam-systemd libpamBg libproxmox-acme-perl
libproxmox-acme-plugins libproxmox-rs-perl libpve-access-control
libpve-cluster-api-perl libpve-cluster-perl libpve-common-perl
libpve-guest-common-perl libpve-http-server-perl libpve-rs-perl
libpve-storage-perl librados2 librados2-perl libradosstriperl librbdl
librgw2 libsmbclient libss13 libsystemd-shared libsystemd® libudewvl
libunbound8 libuutil3linux libwbclient® libx11-6 libx1l-data libx11-xcbl
libxml? libzfsdlinux libzpool5linux locales nftables novnc-pve
openssh-client openssh-server openssh-sftp-server openssl postfix
proxmox-backup-client proxmox-backup-file-restore proxmox-kernel-helper
proxmox-mail-forward proxmox-ve proxmox-widget-toolkit pwe-cluster
pve-container pve-docs pve-edk2-firmware pve-firewall pve-firmware
pve-ha-manager pve-ildn pve-kernel-6.2 pve-manager pye-gemu-kvm pve-xtermjs
python3-ceph-argparse python3-ceph-common pythond#®ephfs python3-rados
python3-rbd python3-rgw gemu-server samba-comg®h samba-libs smbclient spl
ssh systemd systemd-boot systemd-boot-efig#stemd-sysv udev zfs-initramfs
zfs-zed zfsutils-linux

122 upgraded, 13 newly installed, 8 _#% remove and @ not upgraded.

Meed to get 436 MB of archives.

After this operation, 846 MBS additional disk space will be used.

Do you want to continue? [Y/n] I

Running the apt dist upgrade

After the upgrade is successful from the command line, if you look at your Proxmox host summary, you will see it has
upgraded to 8.1.3, but the Linux kernel is still at version 6.2. So, we need to reboot.
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Before we reboot the kernel still shows 6.2

From the command line issue the reboot command:
reboot
use l—ezp—path= to

for libc-bin
or man-db (

Running the reboot command to reboot proxmox and install the new kernel

Now, we can check the kernel version again and we see the Linux 6.5 kernel has been installed.
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Boot Mode Legacy BIOS
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Repaository Status Proxmox VE updates @ Non production-ready repository enabled! >

After the reboot the new linux 6.5 kernel has been installed

Steps to upgrade from Proxmox 7.4 to Proxmox 8.1

The steps to upgrade from Proxmox 7.4 to Proxmox 8.1 are fairly straightforward. However, it does involve more steps if
you are currently running Ceph Quincy.

First, you will need to upgrade Ceph from Pacific to Quincy. The next step involves upgrading Proxmox VE from version
7.4 10 8.1. In the last step, once you have Proxmox VE 8.1 running, you will upgrade your Ceph installation to Reef.

Here are the links to the official documentation on those specific steps:
» Ceph Pacific to Quincy Upgrade Guide

e Upgrading_from Proxmox VE 7 to 8
» Ceph Quincy to Reef Upgrade Guide

Frequently Asked Questions About Upgrading to Proxmox VE 8.1

How do | upgrade to Proxmox VE 8.1 from an older version?

Upgrading to Proxmox VE 8.1 can be achieved through the ‘apt’ command line tool. It's important to make sure that your
current system is up to date before starting the upgrade. Detailed steps and guidance are available in the Proxmox VE
documentation.

Is there support for migrating virtual machines in Proxmox VE 8.1?

Yes, Proxmox VE 8.1 supports migrating virtual machines. You can use Proxmox’s built-in tools to move VMs between
hosts, even across different versions, with minimal downtime.

How does the new SDN feature in Proxmox VE 8.1 impact network configuration?

The software-defined network (SDN) feature in Proxmox VE 8.1 allows for more adaptable network infrastructure
configurations. You can now manage complex networking configurations more effectively, including creating virtual zones
for improved network isolation.

Can | manage Proxmox VE 8.1 using the web-based user interface?

Proxmox VE 8.1 continues to offer a great web Ul that provides easy management of virtual machines, containers, and
network settings.

Are there any special considerations for Proxmox VE 8.1 with Ceph storage solutions?
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Proxmox VE 8.1 supports Ceph Reef 18.2.0 and Ceph Quincy 17.2.7.
Does Proxmox VE 8.1 offer any enhancements in managing Linux containers?

Proxmox VE 8.1 has an updated kernel and software stack and provides improved support for Linux containers (LXC). The
new kernel offers enhanced performance and stability for containerized applications.

How does the newer Linux kernel in Proxmox VE 8.1 benefit users?

The newer Linux Kernel 6.5 in Proxmox VE 8.1 brings many new improvements. These include performance benefits,
better hardware support, and enhanced security features. This helps to provide a more efficient and secure virtual
environment.

What are the best practices for backup and recovery in Proxmox VE 8.1?
You can easily use Proxmox’s backup tools to schedule and manage backups effectively. Backups should be a regular part

of your infrastructure, even in the home lab environment. Backups help make sure you can recover quickly if you have a
hardware failure or accidental data deletion.

Mini PC running Proxmox

If you are looking for something to run Proxmox, you can easily install it on a Mini PC to get your feet wet in the home lab.
Check out the video below:

Proxmox Mini Server: Beelink Mini PC S12 Pro
https://youtube.com/watch?v=xA _nnGO7HzA

LT
OESTER 3

Wrapping up the Proxmox 8.1 upgrade steps

As shown, the upgrade to Proxmox 8.1 can be accomplished using the Proxmox GUI and the command line. The steps
involve changing the update repositories if you aren’t running with a Proxmox subscription. Once you have the repositories
updated, you can refresh the updates and install the available updates, including the upgrade to Proxmox 8.1.


https://youtube.com/watch?v=xA_nnGO7HzA

Proxmox Networking for VMware vSphere admins
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Proxmox networking for vsphere admins

One of the challenges that we run into when we are more familiar with one vendor over another is the difference in the
technologies, how they work for customers, what they are called, and how to configure them. On the networking side of
things, this can be the case as well. If you are familiar with VMware vSphere and looking to work with and play around with
Proxmox, Proxmox networking may be foreign to work with when trying to compare it with VMware ESXi networking, etc. In
this Proxmox networking for vSphere admins post for the community, we will look at the equivalent networking
configurations in Proxmox compared to vSphere.

Table of contents

1. Proxmox Linux Bridge equivalent to the VMware vSwitch

2. Proxmox Linux VLANSs equivalent to VMware vSwitch Port Groups
3. Distributed Switches

4. Network Adapters
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5. Network I/O Control
6. Software-defined networking (SDN)
7. Troubleshooting

1. Proxmox Linux Bridge equivalent to the VMware vSwitch

The most equivalent network construct out of the box with Proxmox is the default Proxmox Linux bridge in the Proxmox
environment. With the Linux Bridge in Proxmox, you establish the initial connectivity to your Proxmox host with a
management IP address. Also, the default Linux Bridge is backed by a physical network adapter(s).

Below:

» Ports/Slaves — This shows the physical network adapter ens192 assigned to the default Linux bridge
e CIDR - Shows the IP address and mask associated with the Linux bridge
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Viewing the default proxmox linux bridge

This is very similar to the default vSwitch0 created in VMware ESXi right out of an install. As you can see below, we have
a physical network adapter backing vSwitchO.
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2. Proxmox Linux VLANs equivalent to VMware vSwitch Port Groups

As most vSphere admins are aware, you have the vSwitchO and the default VM Network port group as shown above.
Port groups in vSphere allow you to create VLAN-tagged network labels in vSphere to assign VLAN tags to the virtual
machines connected to them.
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Default vsphere port group on vswitchO
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In Proxmox networking with the default Linux Bridge, the port group construct carries over to what is known as a Linux
VLAN. By default, when you create a VM in Proxmox without any other configuration, you can attach the VM to the
default vmbro0 bridge, which is essentially VLAN 0 and assumes untagged traffic.

Unlike the VMware default vSwitchO and VM Network port group, the default Proxmox Linux Bridge is not VLAN-aware out
of the box. You have to enable this.

When you edit the default Linux Bridge, you will see the checkbox VLAN aware available on the Linux Bridge properties.
Also, you will see basic networking configurations like the IP address and subnet, gateway for routing, etc. Place a check
box in the VLAN aware checkbox.
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Making the proxmox linux bridge vian aware

Now we can apply the configuration. Click the Apply Configuration button. Also, in the preview of the Pending changes,
you will see the new VLAN bridge-ports configuration set to auto, containing the configuration lines:

bridge-ports ens192
bridge-stp off
bridge-vlan-aware yes
bridge-vids 2-4094
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Apply the vlan aware configuration

This configuration essentially makes the default Linux Bridge able to understand VLANs and VLAN traffic, so we can add
Linux VLANSs.
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Creating a linux vlan

Now we can populate the new Linux VLAN with the appropriate configuration. Once you name the VLAN with the
parent vmbr0 interface, you will see the VLAN raw device and VLAN Tag greyed out. This essentially says we are
creating a new Linux VLAN on the parent Linux Bridge interface, vmbrO0.

Under the Advanced checkbox, you can set the MTU value in case you are wondering.
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IPv4/CIDR:

Gateway (IPvd):

IPvG/CIDR: Comment
Gateway (IPvG):

Either add the VLAN number to an existing interface name, or choose your own name and set the
VLAN raw device (for the latter ifupdown1 supports vlanXY naming only)

e

Creating the linux vian from the vmbrO0 interface

Now that we have created the child VLAN interface on the vmbrQ Linux bridge, you can see the vmbr0.333 interface listed
now under the network configuration in the navigation tree of System > network.
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Viewing the newly created linux vlan
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3. Distributed Switches

In case you are wondering, Proxmox doesn’t have an equivalent construct like the vSphere Distributed Switch. The
vSphere distributed switch is managed and controlled from vCenter Server. Proxmox doesn’t have a centralized
management platform like vCenter Server.
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Vmware vsphere distributed switch

Proxmox admins would need to manage complex network setups manually with scripting or use third-party tools available
for Proxmox for centralized network management.

4. Network Adapters

When it comes to network adapters for a virtual machine or container, both Proxmox and VMware vSphere support
different types of network adapters. These include:

e VMXNET3

« E1000

e PCI Passthrough
e VirtlO (Proxmox)

Below you see the vnic options for a virtual machine.
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Vmware network adapters

Below are the options when creating a new virtual machine in Proxmox.

Bridge: Model: VirtlQ (paravirtualized)

VLAN Tag: MAC address: Intel E1000
VirtlQ (paravirtualized)

Realtek RTL8139

Firewall:

Rate limit (MB/s). | VMware vmxnet3

Disconnect:

Multiqueue:

Advanced

Proxmox virtual network adapters

5. Network 1/0 Control

VMware has many tools for network traffic priority, bandwidth allocation, and other network capabilities. Proxmox does not
contain network 1/O control features built-in that are found in VMware vSphere. You can use Linux tools in Proxmox to help
control network bandwidth.

With Proxmox, you can take advantage of one or many of the following Linux networking tools:

1. Traffic Control (tc):
o tcis atool in the Linux iproute2 package. It allows you to control the traffic going through your network
interfaces. You can create rules for traffic shaping and prioritization. You can also use it for Quality of Service
(QoS) rules.
2. iptables:
o iptables can also be used for basic network traffic control. It allows packet filtering and can be combined with
tc for more granular control.
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3. ethtool:

o ethtool is used for querying and controlling network driver and hardware settings. It can be used to adjust
settings like speed, duplex, and autonegotiation on Ethernet interfaces, which can indirectly influence
network performance.

4. nftables:
o nftables can be used to set up basic traffic control mechanisms.
5. Wondershaper:

o Wondershaper is a simpler tool designed to limit the bandwidth of specific network interfaces. It's a good

choice for basic bandwidth management.
6. VLAN Configuration:

o Configuring VLANS like we discussed above, can help segment network traffic for more efficient network

utilization. Linux’s native VLAN configuration tools can be used with Proxmox for this purpose.
7. Network Namespaces:

o Linux network namespaces can be used to isolate network environments for different VMs or containers. This
can help manage network traffic and ensure that different services don’t interfere with each other’s network
resources.

8. Monitoring Tools (like iftop, nload, bmon):

o While not directly involved in controlling traffic, monitoring tools are crucial for understanding network usage
and identifying bottlenecks. Tools like iftop, nload, or bmon provide real-time network bandwidth usage
information.

9. Cgroups (Control Groups):

o Cgroups, a Linux kernel feature, can be used to limit and prioritize network bandwidth usage among different
processes and VMs. While more commonly used for managing CPU and memory resources, cgroups can
also be configured to control network 1/0.

6. Software-defined networking (SDN)

VMware has a very well-known platform for software-defined networking, known as VMware NSX. The NSX platform is a
paid solution on top of vSphere that allows admins to create logical software-defined overlay networks on top of the
physical underlay network.

New with Proxmox 8.1 is the introduction of software-defined networking capabilities. You can read the official
documentation here. The latest version of Proxmox VE comes with core SDN packages pre-installed. You now have the
option for SDN technology in Proxmox VE, allowing admins to create virtual zones and networks (VNets). SDN can also be
used for advanced load balancing, NAT, and other features.
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Software defined networking in proxmox 8.1

Admins can administer intricate network configurations and multi-tenant environments directly through the web interface at
the datacenter level in Proxmox. It allows creating network infrastructure that is more adaptive and responsive and can
scale in line with evolving business requirements.

7. Troubleshooting

As you start to work with Proxmox networking, there may be a need for troubleshooting things when networking isn’t
working correctly. Checking the obvious things like VLANs, VLAN tagging configuration, both in Proxmox, and on your
physical network switch are important. If you are using DHCP and DNS to connect to the host, is DHCP handing out the
correct IP, and do you have records to resolve the Proxmox host?

Wrapping up

No doubt you have seen various posts and content thread posts from the search forums and community support forums
like the Proxmox support forum related to networking issues. These can be challenging, especially when coming from
another hypervisor. Hopefully, this post will help visitors understand Proxmox networking and the security enhancements
available like VLANs, SDN, and others. Proxmox networking isn’t so difficult to setup once you understand the equivalents
from other virtualization environments you may be familiar with.
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Proxmox Update No Subscription Repository Configuration

August 23, 2022

Proxmox
Task viewer. Update package database
Status stopped: command 'apt-get update’ failed: exit code 100
Task type aptupdate
User name root{@pam
MNode proxmox
Process ID 1935333
Start Time 2022-07-07 02:52:15
End Time 2022-07-07 02:52:16
Duration 1s
Unique task ID UPID:proxmox:001D87ES:04DANS3B:62CE30AF aptupdate: root@pam:

Update package database error

If you are delving into running Proxmox VE for your home lab or other use cases and are coming from other hypervisors
you may have been playing around with, like me, you may struggle a bit with some of the basics when getting started
learning the platform. One of those tasks is updating Proxmox to the latest Proxmox VE version. Let’s take a look at how to
update repositories and perform a dist upgrade to the latest version without having a Proxmox subscription.

Learn how to install Proxmox VE in VMware vSphere:

* Nested Proxmox VMware installation in ESXi

What is Proxmox VE?

Proxmox VE is an enterprise hypervisor that | have seen really gaining popularity among the home usage community and
elsewhere as it provides a readily available and Proxmox works with most hardware that other hypervisors work with.

Proxmox VE is a complete open-source virtualization platform for enterprise virtualization. With PVE you can run virtual
machines and even containers with your Proxmox VE installation.

It also includes a free Proxmox Backup Server that provides an enterprise backup solution for backing up and recovering
your virtual machines, containers, and physical hosts, all in one solution.
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X PROXMOX

Proxmox VE enterprise virtualization hypervisor

You can learn more about and download Proxmox VE from here:

e Proxmox — Powerful open-source server solutions

Why upgrade Proxmox VE?

Like any good lifecycle management, upgrading ProxMox VE is best practice. The last thing you want to do is neglect to
upgrade your hypervisor platform that you are running your critical virtual machines and containers on. Performing a dist
upgrade ensures getting the latest security and other updates for your Proxmox VE solution.

There are a couple of ways you upgrade your Proxmox VE installation, using the Proxmox web interface, or using the apt

get update proxmox ve and apt get upgrade commands from the command line, either at the console or from an SSH
connection.

Proxmox VE no subscription upgrade challenges

One of the challenges when starting off with Proxmox VE you may run into is Proxmox VE asks for a valid subscription to
upgrade the platform. If you have a PVE no subscription installation, how do you perform a run disk upgrade on the
hypervisor for non-enterprise use?

The good news is even if you have a non-licensed version, non-PVE enterprise installation that is not a paid version, you
can still retrieve software upgrades on your non-enterprise version to update Proxmox.

Like all other Linux distributions, upgrades and updates pull from a repository. Proxmox VE by default is geared towards
production use, and the update and upgrade repositories are pointed to the enterprise repository locations accordingly.

Default Proxmox VE upgrade settings

The default Proxmox VE upgrade settings point to enterprise repositories. So, when you run software upgrades using the
run dist upgrade command you may see the error that you are running PVE no subscription.

Mo valid subscription

You do not have a valid subscription for this server. Please visit www proxmox.com to get a

list of available options.

No valid subscription configuration

This is because, by default, Proxmox VE points to the enterprise repo to pull down package lists. So, when you download
and install Proxmox VE, it is set up for PVE enterprise and the PVE no subscription configuration is something you can
introduce. Let’'s work on the PVE no subscription repository subscription repository.
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Task viewer: Update package database

Cutput m

Status stopped: command 'apt-get update’ failed: exit code 100

Task type aptupdats

User name root{@pam

Mode proxmox

Process ID 1935333

Start Time 2022-07-07 02:52:15

End Time 2022-07-07 02:52:16

Duration 1s

Unique task 1D UPID: proxmox:00108TES:04DADS36:62C690AF aptupdate root@pam:

Update package database error

Proxmox Update No Subscription Repository Configuration

What steps are needed to pivot from the enterprise repository to a no subscription configuration with Proxmox VE? The
enterprise repository is defined in the etc apt sources.list.d configuration file. The PVE no subscription repository
configuration is defined in the repository files.

Proxmox 8 and higher

The files changed a little with Proxmox 8 and higher. Note the following changes you need to make:

#/etc/apt/sources.list.d/pve-enterprise.list

From: deb https://enterprise.proxmox.com/debian/pve bookworm enterprise
To: deb http://download.proxmox.com/debian/pve bookworm pve-no-subscription

#/etc/apt/sources.list.d/ceph.list
#For Ceph Quincy

From: deb https://enterprise.proxmox.com/debian/ceph-quincy bookworm enterprise
To: deb http://download.proxmox.com/debian/ceph-quincy bookworm no-subscription

#For Ceph Reef

From: deb https://enterprise.proxmox.com/debian/ceph-reef bookworm enterprise
To: deb http://download.proxmox.com/debian/ceph-reef bookworm no-subscription

Before Proxmox 8

The steps for setting up a PVE no subscription configuration is configured using the etc apt sources.list.d file found at:

letc/apt/sources.list
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Add the following line in the /etc/apt/sources.list file:
deb http://[download.proxmox.com/debian/pve bullseye pve-no-subscription

GHU nano 5.4 Jetocsapts/sources. list
ftp.us.debian.orgsdebian bullsedye main contrib

ftp.us.debian.orgsdebian bullseye-updates main contrib

curity.dehian.org bullseye-security main contrib

download. praxmox. coms/debianspye bullseye pyve-no-subscript ion

Write Out !  Is : ” ; y=] Location Indo
Bi Fead File W8 Repls ' . " TR 1y B Go To Line s Fedo

Adding the pve no subscription line in the configuration file

Now, we just need to comment out a line in another file located here:

letc/apt/sources.list.d/pve-enterprise.list
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Editing the pve enterprise.list file

After editing and saving both of the above files, we need to run an apt-get update proxmox VE command at the command
line.

root@proxmox: T8 apt-get update

Hit:1 http://ftpTos.debian. orgsdebian bullseye InRelease

Hit:2 http://ftp.us.debian.orgsdebian bullseye-updates InRelease
Hit:3 http://security.debian.org bullseye-security InRelease
Hit:4 http://download.proxmox.comsdebianspye bullseye InRelease
Reading package lists... Done

oot @proxmos: "#

Running an apt get update
After updating the repository with the non enterprise repo, we can perform a non pve enterprise repository upgrade using
the command:
apt dist-upgrade

As you can see below, | have an upgrade that is available for the Proxmox VE server ready to install after configuring the
upgrade to bypass the subscription requirement.
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Running an apt dist upgrade command from the command line

Proxmox VE upgrade FAQs

What is Proxmox VE?

Proxmox VE is an open-source server management platform for enterprise virtualization. It provides integration with the
KVM hypervisor and Linux Containers (LXC), software-defined storage and networking functionality, on a single platform.
You can use the web-based user interface to manage virtual machines, LXC containers, Proxmox clusters, or integrate
disaster recovery tools.

Why am | getting a Proxmox subscription error about updates?

By default, Proxmox VE is pointed to the enterprise repositories which requires a subscription to perform updates.
However, this is a minor configuration change to bypass the enterprise repo and point to the non enterprise repo for pulling
down updates.

How do | configure Proxmox for the non enterprise repository?

There are essentially two files that you need to edit, the /etc/apt/sources.list file and the /etc/apt/sources.list.d/pve-

enterprise.list file. After editing the files with the configuration listed above, you run an apt-get update and then the
command apt dist-upgrade.
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Is Proxmox free?

Yes, Proxmox is free to download and install in your environment. Additionally, as shown, you can change from the
enterprise version of the update proxmox repository to the non enterprise version.

Wrapping Up

Proxmox VE is a great platform for the home lab or for enterprise use and provides many great capabilities to run virtual
machines and containerized workloads in your environment. By editing just a few minor configuration files, you can easily
bypass the requirement for the subscription when updating Proxmox VE installations with the latest upgrades. It allows
keeping Proxmox installations up to date with the latest security patches and other upgrades from Proxmox.



Proxmox VLAN Configuration: Management IP, Bridge, and Virtual Machines

December 11, 2023
Proxmox

Proxmox vians

Proxmox is a free and open-source hypervisor with enterprise features for virtualization. Many may struggle with Proxmox
networking and understanding concepts such as Proxmox VLAN configuration. If you are running VLANSs in your network,
you may want your Proxmox VE management IP on your management VLAN, or you may need to connect your virtual
machines to separate VLANSs. Let’s look and see how we can do this.

Table of contents

What are VLANs?

Network and VLAN terms

Proxmox default network configuration

Make the default Proxmox VE Linux bridge VLAN-aware

Physical network switch tagging

Setting the Proxmox Management interface IP on a different VLAN
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Change Proxmox VE host file reference to old IP
Configuring VLANSs in Proxmox VE web interface
o Web Interface Configuration
Advanced Configurations
o Trunk Ports
o VLAN Aware Bridges
o Routing between VLANs
Troubleshooting
¢ Frequently Asked Questions on Proxmox VLAN Configuration

What are VLANs?

First, let's get a quick primer on what VLANs are exactly. VLANs (virtual local area networks) are logical networks you
can create that separate devices and broadcast domains. They enable isolating network traffic between devices all without
having_separate physical network infrastructure. VLAN-aware network switches can assign a VLAN tag that identifies a
unique network and broadcast domain.

Network and VLAN terms

Before diving into VLANS, let’s review some essential networking concepts:

network device: A network device is really anything (physical or virtual) that can connect to a computer network

Linux Bridge: A Linux bridge enables more than one network interface to act as a single network device.

Virtual Machine (VM): A virtualized instance of an operating system running on a hypervisor

IP Address: A numeric identifier of network devices on a network. These must be unique.
Default Configuration: The initial settings applied to a device or software.

Networking Service: Software that manages network connections and traffic flow

Management Interface: In Proxmox VE this is the network interface that allows you to access the web Ul and command
line interface of your Proxmox host.

Physical Network Interface (NIC): The physical connection from a computer to a physical network switch port.

Network Interfaces File: In Linux systems this is where you setup the network configuration for your network interfaces.

Proxmox default network configuration

In the below screenshots, | am using one of my Supermicro hosts that is configured with (2) 1 GbE connections and (2) 10
GbE connections.

In the Proxmox network connections, you will see the individual physical adapters and then you will see the Proxmox Linux
bridge configured by default.

X PROXMOX

Proxmox ve 1

Below:

 Individual physical adapters are named eno1, eno2, eno3, eno4
e The Linux bridge is called vmbr0Q
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Viewing the default promxox network configuration after installation

You can look at the low-level configuration in the following file:

/etc/network/interfaces

GNU nano 7.2

Viewing the network configuration from the network interfaces file

Make the default Proxmox VE Linux bridge VLAN-aware

One of the easiest configurations to implement Proxmox VLANSs is called bridge VLAN aware. With this configuration, you
are simply enabling VLANSs on the default vmbr0 interface.
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To do this, open the properties of the vmbr0 interface under your proxmox host properties Network > vmbr0 > Edit.

You will see this by default. The VLAN aware setting will be unchecked. The bridge port is assigned with the interface that
is uplinked.

Mame: wvmbr( Autostart:

IPv4/CIDR: 10.3.33.14/24 VLAN aware:

Gateway (IPvd): 10.3.33.1 Bridge ports: eno3

IPvEICIDR: Comment:

Gateway (IPvB):

Advanced

Vlan aware check box

Now, to make our bridge VLAN-aware, place a check in the VLAN aware box. Click OK.

Mame: vmbr Autostart:
IPva/CIDR: 10.3.33.14/24 VLAN aware:
Gateway (IPvd):  10.3.33.1 Bridge ports: enod

IPvEICIDE: Comment:

Gateway (IPvB):

Advanced

Enabling vlan aware on the default bridge

After you make the change, reboot your Proxmox VE host:
reboot

How does this change the /etc/network/interfaces file?
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~ GNU nano 7.2 /etc/network/interfaces I

Configuration added to the network interfaces file after making vian aware

You will see the configuration change and add the VLAN stanzas in the configuration, as you can see in my configuration.

iface lo inet loopback
iface eno3 inet manual
iface enol inet manual
iface eno2 inet manual
iface eno4 inet manual

auto vmbre

iface vmbre inet static
address 10.3.33.14/24
gateway 10.3.33.1
bridge-ports eno3
bridge-stp off
bridge-fd ©
bridge-vlan-aware yes
bridge-vids 2-4094
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auto vmbré
iface vmbr® inet manual
address 18.3.33.14/24

Trunking configuration allowing multiple vians

By default, Proxmox will enable the Linux bridge with a “trunk port” configuration that accepts all VLANs from 2-4094. You
can remove all the VLANSs aside from specific VLANs you want to tag, using the following configuration:

auto vmbro

iface vmbre inet static
address 10.3.33.14/24
gateway 10.3.33.1
bridge-ports eno3
bridge-stp off
bridge-fd ©
bridge-vlan-aware yes
bridge-vids 10,149,222

Below, | have removed the IP from the default bridge, but you can see the restricted bridge-VIDs to specific VLANSs.

auto vmbré
iface vmbr® inet manual

Restricting vlans on the default bridge

Physical network switch tagging

One point to note at this point is that you need to make sure your physical network switch plinking your Proxmox host is
tagged for all the VLANs you want the Proxmox bridge to communicate with. If we are tagging frames from the Proxmox
side with VLAN IDs that the physical network switch does not have configured, the frames will be discarded.

Below is a screenshot of VLANs configuration and VLAN setup on my Ubiquiti 10 GbE switch. You can see the VLANSs
tagging_and trunking_configured on the switch. The T stands for “tagged”. As you can see below, | have VLANs 10, 19, and
30 tagged on all ports.
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n

10 LAN 1 - 13 14 15 16

19 VLAN 19 1 7 13 14 15 16

30 DMZ 1 7 13 14 15 16

55 DPG-Cluster 1 7 13 14 15 16

Viewing tagged interfaces on a physical network switch

Setting the Proxmox Management interface IP on a different VLAN

What if we want to change the management interface IP and set the management interface IP on a different VLAN? We
can do that with the following configuration. As we can see, | have removed the address and gateway configuration lines
from the vmbro0 configuration.

Instead, | have created a VLAN tagged interface, tagged with VLAN 149 for the management interface.

iface eno3 inet manual

iface enol inet manual

iface eno2 inet manual

iface eno4 inet manual

auto vmbre
iface vmbre inet manual
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bridge-ports eno3
bridge-stp off
bridge-fd ©
bridge-vlan-aware yes
bridge-vids 2-4094

auto vmbre.149

iface vmbre.149 inet static
address 10.1.149.14/24
gateway 10.1.149.1

5?'1"_1.1.1-1-‘.l.‘-‘- PullY — O =

GNU nano 7.2 Jetc/network/interfaces I

Management ip for proxmox ve host on a different vian

Save your configuration. You can reboot to make the configuration take effect, or you can run the command:ifup -a

Once you have rebooted or ran the ifup command, you should be able to run the ip address command to see the IP
address and interfaces:ip a
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Viewing the ip a command to verify the ip address

We can also verify the configuration in the Proxmox VE GUI, looking at the properties of the Proxmox host > Network.

Apply Configuration

Autostart VLANa... Pors/Slaves
Metwork Device No No
Network Device No No
Network Device No No
Network Device No No
vmbrD Linux Bridge Yes Yes
vmbr0d.149 Linux VLAN Mo

Viewing the new linux vlan from the proxmox gui

We can also check external connectivity with a simple ping of the new management IP address we have placed on the new
VLAN.
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Pinging 10.1.149.14 with 32 bytes of data:

Reply from 10.1.149.14: bytes=32 time=3ms TTL=63
Reply from 10.1.149.14: bytes=32 time=2ms TTL=63
Reply from 10.1.149.14: bytes=32 time=2ms TTL=63

Ping statistics for 10.1.149.14:

Packets: Sent = 3, Received = 3, Lost = @ (0% loss),
Approximate round trip times in milli-seconds:

Minimum = 2ms, Maximum = 3ms, Average = 2ms

Pinging the new management ip on the proxmox host

Change Proxmox VE host file reference to old IP

If you change your Proxmox VE management IP address, you will want to go into your /etc/hosts file and change the IP
reference for the Proxmox host.nano /etc/hosts

GMU nano 7.2

Changing the linux hosts file

Configuring VLANSs in Proxmox VE web interface

To configure VLANSs in Proxmox VE on the default bridge using the web interface, we can follow the below.
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Web Interface Configuration

The Proxmox VE web interface simplifies VLAN configuration through its GUI.
Create a new Linux VLAN:

Go to the Network section in the web interface.

Click on Create and select Linux VLAN.

Enter a VLAN ID and a Name.

Optionally, you can configure other settings, such as the bridge and the VLAN tag.
Click on Create to save the changes.

Mame: Autostart:
IPv4/CIDR:
Gateway (IPv4):

IPv&/CIDR: Comment:

Gateway (IPvG):

Either add the VLAN number to an existing interface name, or choose your own name and set the
VLAN raw device (for the latter ifupdown1 supports vianXyY naming only)

Advanced

Adding a new linux vlan from the proxmox gui

Advanced Configurations

Now that you understand the basics of VLAN configuration in Proxmox VE, we can explore some advanced topics:

Trunk Ports

A trunk port is a network interface that can carries multiple VLANS traffic. It is a useful configuration for connecting multiple
VLANs and VMs to multiple VLANSs. To configure a trunk port on Proxmox VE, you need to:

o Make the bridge VLAN aware

« Add the VLAN ID to the bridge configuration. By default it will be a trunking configuration when you make it VLAN
aware. Proxmox automatically configures VLAN 2-4094 on the default bridge.

« Configure the VM network interface with the right VLAN tag

VLAN Aware Bridges

A VLAN aware bridge is a bridge that understands VLAN tags and can forward traffic to the correct VLAN. This is required
for communicating between VMs on different VLANSs. To configure a VLAN-aware bridge on Proxmox VE, you need to:

» Enable the vlan_filtering option in the bridge configuration.
« Add the VLAN ID to the bridge configuration.
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Routing between VLANs

When you setup new VLANS, devices on one VLAN can’t talk to the devices on the other subnet by default. Generally,
according to best practice, a VLAN will house 1 subnet. So it means your devices on each VLAN will have different IP
addresses on different subnets. You will need to configure a router or firewall that can do routing (like pfSense) between
the devices on different VLANs/subnets so these can communicate.

192.168.1.0/24 192.168.2.0/24

Routing traffic between vians

Troubleshooting

What if you have issues with your Proxmox VLANs?

* Check the syntax you have used in the /etc/network/interfaces file

* Make sure there isn’t a mismatch between the VLAN tagging in Proxmox and the untagged VLAN on the Switch
port. This could result in double-tagging frames (meaning your host is tagging a VLAN, and the Switch is also trying
to tag it via untagged traffic)

« If you are restricting specific VLANs in your bridge VIDS configuration, make sure you have allowed the VLANs you

are expecting to be tagged

» Make sure your network switch is tagged with all the VLANSs on the physical uplink(s) for your Proxmox VE host

« If you are having trouble with one VLAN subnet talking to another VLAN subnet, make sure the appropriate routes
are in place to make this happen

Frequently Asked Questions on Proxmox VLAN Configuration

How does VLAN tagging in Proxmox enhance network efficiency?

VLAN tagging helps to segment network traffic, which is key for managing network resources and maintaining traffic flow.
This segmentation allows for better control and isolation of traffic, which is important in environments with multiple virtual
machines.

What are the steps to configure a Linux bridge for VLANs in Proxmox?

Configuring a Linux bridge involves configuring the bridge interface in the network configuration file, setting the bridge to
VLAN-aware, and assigning bridge ports.

Can VLANSs improve security in a virtualized environment?

Absolutely. VLANSs provide network isolation, a significant aspect of securing a virtualized environment. By segregating
network traffic, VLANs help minimize the risk of unauthorized access or data breaches.

Why is setting the Proxmox VE management IP important in VLAN configuration?

The Proxmox VE management IP is used for remote management and access. VLAN configurations ensure that
management traffic is isolated and secure, which is critical for security.

What are the challenges in configuring VLANs on a Proxmox VE host?
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Misconfigurations can lead to disconnected hosts, VMs that can’t communicate correctly, and other communication issues.
It is important to understand VLANs from the Proxmox VE host side and the physical network. Routing concepts also come
into play to allow devices to communicate between VLANSs.

Wrapping up

Creating and configuring VLANs in Proxmox is not too difficult. Once you understand the concepts and where to implement
the configuration, it is actually quite simple. Adding VLANSs to your Proxmox VE host will allow you to connect your
virtualized workloads to the various networks that may be running in your network environment and enable traffic to flow
and connect as expected.
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Proxmox Management Interface VLAN tagging configuration
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If you have configured your Promox server in the home lab, most want to segregate their management traffic from the
other types of traffic in their lab environment as part of their network configuration. Making the management interface
VLAN aware ensures your Proxmox server can be connected to a trunk port and carry traffic for various VLANSs. Let’s see
how to set up the Proxmox management interface VLAN tagging configuration and the steps involved.



https://www.virtualizationhowto.com/category/proxmox/

Why segment your Promox VE management traffic?

First, why do you want to segment Proxmox VE management VLAN traffic from the rest of the traffic? Having management
traffic on the same VLAN interface as virtual machines and other types of traffic is a security risk.

You never want to be able to manage the hypervisor host on the same network on which other clients and servers exist. as
you can imagine, if an attacker has compromised the network where a client resides, you don’t want them to have easy
Layer 2 access to the management interface of your hypervisor.

What are VLANs?

VLAN traffic refers to “virtual local area network” traffic that essentially allows creating of many virtual networks on the
same Ethernet wire. It is a layer 2 construct. Multiple VLANs allow segmenting traffic across the same physical network
switch. Physical interfaces on switch ports are configured with VLAN-aware trunk port configuration, allowing the switch to
see the VLAN tags added to Ethernet frames. You can essentially have one port that carries all the different VLAN
networks. Two VLANs will flow across the same physical cabling and port.

There are many types of VLAN configurations. You can configure “untagged traffic,” meaning traffic that does not have
VLAN tagging, automatically get a specific VLAN tag. Generally, for many, the default VLAN is used for untagged traffic.

VLAN tagging can happen at the switch port level, or the network interface level, as well as the network interface tags
VLAN traffic as it traverses the network. We can tag VLANs from the Proxmox side of things so that traffic is correctly
tagged with the appropriate VLAN.

VLAN for Guest networks

Below is straight from the Proxmox documentation from the Proxmox server when you click the Linux vlan help button:

Proxmox VE supports this setup out of the box. You can specify the VLAN tag when you create a VM. The VLAN tag is
part of the guest network configuration. The networking layer supports different modes to implement VLANs, depending on
the bridge configuration:

VLAN awareness on the Linux bridge: In this case, each guest’s virtual network card is assigned to a VLAN tag, which is
transparently supported by the Linux bridge. Trunk mode is also possible, but that makes configuration in the guest
necessary.

“traditional” VLAN on the Linux bridge: In contrast to the VLAN awareness method, this method is not transparent and
creates a VLAN device with associated bridge for each VLAN. That is, creating a guest on VLAN 5 for example, would
create two interfaces eno1.5 and vmbrOv5, which would remain until a reboot occurs.

Open vSwitch VLAN: This mode uses the OVS VLAN feature.

Guest configured VLAN: VLANs are assigned inside the guest. In this case, the setup is completely done inside the guest
and can not be influenced from the outside. The benefit is that you can use more than one VLAN on a single virtual NIC.

Proxmox management interface VLAN tagging

A couple of steps are involved to correctly tag VLANs from the Proxmox VE side of things. First, we must make the Linux
bridge in Proxmox Server VLAN aware. This first step can be completed from the web interface.

Configuring the Linux Bridge to be VLAN aware

We need to navigate to the Promox host > System > Network and then Edit the properties of the default linux bridge
interface in Promox.

Navigating to the default Linux bridge interface in Proxmox server and editing the default bridge in the Proxmox GUI, we
click the Edit button in the user interface.
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Checking the box next to VLAN aware

The first change we need to make is small. We need to tick the box next to VLAN aware. This allows us to configure
Proxmox and the Linux bridge to be aware of vlan tagging for the Linux bridge interface.
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MName: Autostart:

IPv4/CIDR: 10.1.145.74/24 VLAN aware:

Gateway (IPv4): 10.1.1491 Bridge ports:

IPv&/CIDR: Comment
Gateway (IPvG):

MTU:

Advanced B

Applying the configuration

When we edit the network configuration of the Proxmox node, we need to Apply configuration to the network changes.
This will apply the changes and restart networking services.

The Proxmox Server displays a preview of the etc network interfaces file, which shows the changes made to the default
bridge interface:

bridge-vlan-aware yes
bridge-vids 2-4094
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Making changes to etc network interfaces file for the new Linux bridge interface

This is the first part of the Proxmox server configuration for VLAN-aware traffic on the management VLAN for the Proxmox
system. Now we need to make some low-level changes to the etc network interfaces file on the Proxmox host.

Editing the default Linux bridge

We need to edit the file to set the VLAN for the management VLAN and IP address, which is a static address to the new

bridge interface tagged with a VLAN.

Below is an example of the default configuration after we have turned on the VLAN aware setting.

Default configuration

auto vmbro

iface vmbre inet static
address 10.1.149.74/24
gateway 10.1.149.1
bridge-ports ens32

bridge-stp off
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bridge-fd ©

bridge-vlan-aware yes

bridge-vids 2-4094
auto vmbrl
iface vmbrl inet static

address 172.16.16.254/24

bridge-ports ens192

bridge-stp off

bridge-fd ©
New Linux Bridge VLAN configuration
However, we want to add VLAN tagging from the management interface bridge interface. To do this, we need to change
the configuration to the following. Note below, we take the IP address off the iface vmbr0 configuration or iface eno1 inet
manual config. However, we leave the VLAN configuration intact. We then create another network interface that is very
similar to “subinterface” configuration syntax. We create a vmbr0.<vlan tag> configuration. It is where we place the IP
address configuration for the Linux bridge network device.
With this configuration, the Proxmox IP will now be the static IP address and subnet mask is configured in the new bridge
interface, since these are virtual interfaces off the main Linux bridge shown with the iface vmbr0 inet manual stanza. You

also place the default gateway on the new Linux bridge. You can configure multiple IP addresses across different bridges
configured on your Proxmox server.

VLAN config

auto vmbre

iface vmbre inet manual
bridge-ports ens192
bridge-stp off
bridge-fd ©
bridge-vlan-aware yes
bridge-vids 2-4094

auto vmbre.333

iface vmbre.333 inet static

address 10.3.33.16/24

gateway 10.3.33.1

Network Switch network configuration

After configuring your new Linux Bridge virtual interface, we need to make sure the physical interface of the network switch
port is configured as a trunk port to “understand” the VLAN tagging coming across from the Promox server. The physical
port of the switch allows carrying the tagged VLAN ftraffic to the rest of the network.

The VLAN ID is part of the Layer 2 ethernet frame. If the physical interface of the switch port is not configured correctly,
VLAN traffic for the VLAN ID is discarded.


https://www.virtualizationhowto.com/2023/12/dhcp-snooping-configuration-protect-against-rogue-dhcp-servers/

Virtual machines VLAN traffic

Once we have made the default Linux bridge VLAN aware, virtual machines can also have a VLAN tag associated with
their network configuration. It allows the virtual machine to tag VLAN traffic and be placed on that particular VLAN.

Creating VM with the VLAN tag

When you create VMs, you can choose to tag the network traffic with a VLAN ID. This allows sending the virtual machine
traffic through the physical device VLAN interface to the rest of the physical network.

The beauty of the VLAN aware bridge is you can have other VLANs configured on other virtual machines, and each can
communicate on the required VLAN interface.

Below is an example of the screen to create a new VM and the networking screen. The VLAN tag field allows typing in your
VLAN interface number.

General OS5 Systemm Disks CPU  Memory Network  Confirm

B Mo network device

Bridge: vmbr( ¥ Model VirlO (paravirtualized)

VLAN Tag: | . MAC address:
Firewall: ]

Disconnect | Rate mit (MB/s):

Multiqueue:

Advanced B | Back

Home Lab network configuration

Proxmox is a great choice for building a home lab environment and run VMs on your home network. Once you create your
new VLAN in Proxmox server and on your network device, you can start building out your lab environment and have traffic
flow as expected. You can make sure your virtual machines are connected to the appropriate networks.

You can also ensure you have Internet access via inter-VLAN routing on your network switch, firewall, router, etc. VLANs
create a lot of flexibility from a physical cabling, ports, and virtual configuration, providing many opportunities to allow traffic
to flow from your VM guests or physical hosts.
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Proxmox resources

Take a look at my Proxmox resources that | have written about below:

Proxmox vs ESXi — ultimate comparison 2022

pfSense Proxmox Install Process and Configuration
Proxmox Update No Subscription Repository Configuration
Proxmox iSCSI target to Synology NAS

Nested Proxmox VMware installation in ESXi
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Proxmox Create ISO Storage Location — disk space error
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If you are working with Proxmox in your home lab or otherwise, one of the first things you will want to do is upload ISO
installation media to your Proxmox host. You can mount a physical CD to your Proxmox host, of course. However, this is
cumbersome and not feasible for remote configurations and installing a wide range of operating systems across the board
in the Proxmox environment.

Uploading ISO installation media to your Proxmox host is the way forward for most. If you are like me, you may run into
issues with a default installation of Proxmox and the partition size configured for ISO images by default. Let’s talk about
Proxmox create 1SO storage location and see how this is completed.

Take a look at the Youtube video walkthrough of the process below:
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Proxmox VE Server and installing operating system guests

Promox VE Server is a great open-source hypervisor that provides many capabilities and features. It has the capability as
a native feature to upload ISQO files. You can then select file to select the ISO image you want to use to install guest
operating system virtual machine instances.

An ISO file is a disk image that most software vendors provide to install operating systems. This includes Linux operating
systems like Ubuntu and also Microsoft Windows operating system variants.

When you configure the virtual machine in Proxmox VE, you select the disc image and the ISO image is used as part of
the virtual machine installation process.

Uploading Proxmox VE ISO images to the server

Like VMware and other hypervisor solutions, the Proxmox VE server has the means to upload ISO files using the Server
view interface.

In the Server View, click the storage pool location > ISO images > Upload.


https://www.proxmox.com/en/
https://www.virtualizationhowto.com/2023/11/iventoy-network-boot-of-iso-files-made-easy/
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Uploading an ISO to Promox VE server

It will launch the box to upload the ISO files. Browse to your ISO file and click the Select file button to point to the ISO
image you want to use and click finish.

File name:

File size:

MIME type:

Hash algorithm: ~ None

Select the ISO file and then Upload

As you can see, the upload can be perfromed from the browser, like other hypervisors, such as VMware.

Proxmox VE ISO files storage disk space error

However, the following disk space error may be one issue with a default Proxmox VE installation.
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Copying file
‘DhDownloadshen-us_windows_server_2022_updated_aug_2022 x84 _dwd_8b&5e57f.iso’
failed.

scpe Svar/lib/vz/template/iso/en-
us_windows_server_2022_updated_aug_2022 x84 dvd_8b6&5e57f.iso: No space left on
device

Disk space error when uploading ISO images to Proxmox VE

The default Proxmox VE installation storage pool space only included a 10 GB partition for uploading I1SO files. When you
upload an ISO image to a Proxmox VE server, it will first attempt to upload the ISO image file to the /var/

login as: root
root@le.1.149 s password:
proxmox 5.15.39-4-pve #1 SMP PVE 5.15.39-4 (Mon, B8 Aug 2822 +028

root@proxmox:~# df -h
Filesystem

root@proxmox : ~# D

Viewing disk space on a Proxmox VE host

As you can see below, the image file is first uploaded to /var/tmp before they are staged into the permanent location found
at /var/lib/vz/template/iso folder.
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Uploaded image files in the tmp directory in Proxmox VE

Proxmox Create ISO image Storage Location

How do we create a custom location for ISO storage location for storing your ISO image files in Proxmox VE?

First of all, we need to go through a directory creation process to create a custom location for uploading your operating
system ISO files to your Proxmox VE server for creating your Server VM installation or other operating system VM
installations.

The process involves the following steps:
1. Add a new hard disk to your Proxmox host
2. Create a new Proxmox directory
3. View the storage location in your Proxmox server web interface
Add a new hard disk to your Proxmox host
The first step in adding an ISO image storage location in Proxmox is to add an additional hard disk where we can create a

directory. Below, | have added a new hard disk to the Proxmox host. We can use this in the configuration of the new ISO
image storage location, instead of the /var/lib/vz location on the screen.
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Adding a new hard disk to Proxmox VE server host
Viewing the new disk from the command line

You can view the new disk from the Promox command line using the command and switch:
df -h
This is the same command you would use in Ubuntu or other Linux distribution for viewing disk space for the store.

root@proxmox:~# df -h

root@proxmox : ~# I

Viewing the local storage on a Proxmox VE server

Create a new Proxmox Directory for ISO image upload iso files

Next, we navigate to the Disks > Directory > Create Directory button in Proxmox. Here we can create the directory we
need and format the file storage for uploading I1SO files.
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Create a new directory in Proxmox for ISO storage

When you click the Create directory button, you will see the following Create Directory dialog box. Select the disk,
filesystem, name, and check the box to Add storage. Then click the Create button.

Below is an example of creating_a new ISO image storage location on a Proxmox server host. When you create the new
directory, you can then ensure your ISO images are stored in the new location when uploading ISOs for creating your new
VM hosted in Proxmox.
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Create: Directory ]

Disk Idev/sdb
Filesystem: extd
Name IS0s |

Add Storage A
& Help Create
Create the directory for Proxmox ISO image files

Viewing the new Proxmox ISO image location

After creating the new storage location, you will see the ISO image location listed in your Proxmox browser interface on the
left-hand side.
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New Proxmox ISO storage location for storing ISO image files

Proxmox storage FAQs

What is Proxmox? Proxmox is an open-source hypervisor that allows easily running virtual machines and containers.

What is Proxmox ISO storage? This is storage in Proxmox allowing you to upload ISO files to storage and use these to
install VM guests in Proxmox.

How do you upload ISO files to Proxmox server? You can do this using a web browser logged into your Proxmox host, or
you can use SCP and an SCP utility like WinSCP.

Why might you get a disk upload error? If you use the default ISO storage location, you may receive the error on screen
when uploading a large iso file operating system installations such as Windows Server 2022.

Wrapping Up

When learning about Proxmox, uploading ISO files to your Proxmox VE server is one of the first steps you will take when
loading operating systems on your Promox host. If you want to learn about installing Proxmox as a virtual machine in
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Be sure to comment if you have alternative ways of handling the uploading and creation of ISO image file storage in
Proxmox.
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Add a new iSCSI target in Proxmox

Not long ago, | wrote a quick blog post detailing how to install Proxmox inside a VMware virtual machine. However, to
really play around with the hypervisor, it is great to have storage to work with. | could’ve added a local disk to the VM.
However, iSCSI sounded way more interesting, especially with the new addition of the Synology DS1621xs+ in the home
lab environment. Let’s take a look at adding Proxmox iSCSI target to Synology NAS LUN and see what this process looks
like.

Take a look at the video walkthrough of this process here:
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Proxmox iSCSI target to Synology NAS

The steps to complete adding a Synology on Proxmox hypervisor server looks like the following:

1. Create the iSCSI target on the Synology NAS

2. Add a dedicated interface to your Proxmox server (if you don’t have already)
3. Add the iSCSI target to Proxmox

4. Create the LVM to the Synology iSCSI target

1. Create the iSCSI target on the Synology NAS

Let’s first create the iISCSI target on the Synology NAS device. This process is carried out in the Synology SAN Manager.
Launch SAN Manager and click iSCSI > Create.
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Create a new iSCSI target in the Synology SAN Manager

Configure a name for the iSCSI target and configure CHAP if you are using CHAP to secure the connections. For this test,
| am leaving CHAP unchecked.



Create a new 1SC51 target

Create a new iSCSI target

Mame: i Proxmonc-01

IQN: ign.2000-01.com.synology:CLMNas, Tar
Enable CHAP

Name the new iSCSI target and choose CHAP options

From the new iSCSI target wizard, it will prompt you to create or map to a LUN. | am creating a new LUN here.



Create 3 new 15SC51 targeat

Set up LUN mapping

You can choose to map a target to the LUN now or after the creation of the LUN.
® Create a new LUN
Create a new LUN and map it to this target,

Mapped LUN will not be shown in the list.

Map later

oo QI

Set up LUN mapping in Synology SAN Manager

Name the new LUN and configure the Capacity and the Space allocation method (thick or thin).



Creata a new 1SCS51 target

Set up LUN properties

MName: ProxmoxLUN-01

Description:

Lacation: Volume 1 (Available capacity: 26804 GE ~
Total capacity (GB): 100

Space allocation: | Thick Provisioning (better performance) = @ i

Thick provisioned LUNs do not support snapshots and space reclamation.

oo QI

Set up LUN properties for the new LUN

Review the settings configured and click Done.



Create a new 15SC51 target

Confirm Settings

[term Value

Target name Proxmox-01

10N ign.2000-01.com.synology: CLNas. Target-11.64e9399..
Authentication None

LUN name ProxmoxLUN-01

Description

Location Volume 1 (Available capacity: 26804 GB) - btrfs

Total capacity 100 (GB)

Space allocation Thick Provisioning

Space reclamation Disabled

oo QEESED

Confirm the settings for the new iSCSI target and LUN properties

You will see your new LUN displayed in the list.
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The new LUN is displayed in SAN Manager

3. Add a dedicated interface to your Proxmox server (if you don’t have already)

On the Proxmox virtual machine, | have added a secondary NIC to the VM for dedicated iSCSI traffic. Now, we need to
configure the NIC with an IP address. To do this, in the Proxmox GUI, click your host > Network > <your network
adapter> > Edit.
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Editing the network adapter properties in Proxmox GUI
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Enter the IP address you want to configure to communicate with your iSCSI target on the Synology NAS.

Edit: Network Device

Name: ens160 Autostart: L]
IPv4/CIDR: 192.168.77.74/24 Comment: iISCsl
Gateway (IPvd): | |

IPvB/CIDR:

Gateway (IPvE):

MTU: S000

®

p— > [ -~

Configuring the IP address mask and comment


https://www.virtualizationhowto.com/wp-content/uploads/2022/01/Editing-the-network-adapter-properties-in-Proxmox-GUI.png
https://www.virtualizationhowto.com/wp-content/uploads/2022/01/Editing-the-network-adapter-properties-in-Proxmox-GUI.png
https://www.virtualizationhowto.com/wp-content/uploads/2022/01/Configuring-the-IP-address-mask-and-comment.png
https://www.virtualizationhowto.com/wp-content/uploads/2022/01/Configuring-the-IP-address-mask-and-comment.png

The IP address has been configured. However, the configuration needs to be applied as the Adapter Active status shows
No. Click the Apply Configuration button at the top.
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IP address is successfully configured

Confirm the new network settings.
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Confirm to apply the pending network changes

The new network adapter with the configured IP address now shows Active.
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The network adapter now shows to be active

From your Proxmox server, ping your Synology iSCSI address to ensure you have connectivity.

CIDR
192 168.77. 74724

10,7148, 74724
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Verify you have connectivity to your iSCSI portal target of the Synology NAS

3. Add the iSCSI target to Proxmox

Next, lets add the Synology iSCSI target to Proxmox. Click your Datacenter > Storage > Add.
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After adding the target, you will see it in your Storage list.
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New iSCSI target has been added in Proxmox

4. Create the LVM to the Synology iSCSI target

Shared

FF§

Now that we have the target added, we need to add an LVM to use the iSCSI storage. Click Storage > Add > LVM.
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Add an ID, Base storage (choose from dropdown), Base volume (choose from dropdown), Volume Group (name this
something intuitive), and Content as Disk image, Container.

Add: LVM

Backup Retention

ID:

Base storage:
Base volume:
Volume group:

Content:

© Help

Synology-LUNO1
iISCSl-synology (iSCSI)
CHOOIDOLUN 1
SynologylSCSI

Disk image, Container

Modes:
Enable;
Shared:;

All (No restrictions)

Add

Configure the base storage pointed to the Synology iSCSI target

You will now see the new iSCSI LUN displayed in your list of storage.
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New iSCSI LUN successfully added to Proxmox
Now, when you create a new Virtual Machine, you will see the iSCSI LUN listed as available to select.
Lreate: Virual Machine
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EFI Storage Synology-LUND Version A
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© Heip Advanced L © Mext |

Creating a new Proxmox virtual machine you can choose the Synology iSCSI LUN

Wrapping Up

Hopefully, this quick walkthrough of setting up a Proxmox iSCSI target to Synology NAS helps to remove any uncertainty of
how this is configured. From the Synology NAS side, the process is the same no matter which hypervisor you are using.
Generally, the only change in how you add the iSCSI storage comes from the vendor side that you are adding the storage
from. Using VMware vSphere and want to add an iSCSI target to your Synology NAS? Take a look at my post on how to do
that here:



https://www.virtualizationhowto.com/wp-content/uploads/2022/01/New-iSCSI-LUN-successfully-added-to-Proxmox.png
https://www.virtualizationhowto.com/wp-content/uploads/2022/01/New-iSCSI-LUN-successfully-added-to-Proxmox.png
https://www.virtualizationhowto.com/2024/01/influxdb-grafana-docker-compose-configuration-proxmox-monitoring-example/

» iSCSI Synology VMware Configuration step-by-step
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Proxmox add disk storage space — NVMe drive

April 10, 2023
Proxmox

A Mot secure Ftps//192.168.1.240:

Ln

pve-root

Ln

pve-data tmeta :
L pve-data
pve-data tdata 2
L—pve—data
root@pmox0l:~f apt in

Ln

13
3:4
4

o
E=l
3
.
3
gl

Ln

ba B3 b B3 B
Ln
[ % [ S .y S I 4K

: 0 137.
tall parted
Reading package lists... Done
Building dependency tree... Done
Reading state information... Done
The following additional packages will be installed:
libparted2
Suggested packages:
libparted-dev libparted-il8n parted-doc
The following NEW packages will be installed:
libparted2 parted
0 upgraded, 2 newly installed, 0 to remove and 1 not upgraded.
Need to get 554 kB of archives.
After this operation, %35 kB of additional disk space will be used.
Get:1 http://ftp.us.debian.org/debian bullseye/main amdé4 libparted2 amdé4 3.4-1 [33
kB]
Get:2 http://ftp.us.debian.org/debian bull=seye/main amdé4 parted amdé4 3.4-1 [219 kE]
Fetched 554 kB in 0= (1,905 kB/s)
Selecting previously unselected package libpartedZ:amdé4.
{(Reading database ... 43972 files and directories currently installed.)

299d2808 4664 485d 9¢31 efcf9675551¢

Proxmox is a really great free and open-source virtualization platform that many are using in the home lab environment.
However, one common challenge Proxmox users face is expanding storage space. With NVMe drives now being extremely
cheap, they are a great choice for extra virtualization storage. Let’'s walk through the process of adding disk storage space
to an NVMe drive in Proxmox, step by step.

Table of contents

Why add disk space to Proxmox?

Add the physical drive to your Proxmox host
Preparing the NVMe Drive

Creating the Primary Partition

Mounting_the New Partition

Adding_Storage Space to Proxmox
Performing Backups to the New Storage
Related posts

Why add disk space to Proxmox?

You may need more hard disk space for a storage drive for virtual machines, containers, images, etc.
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Edit: LVM-Thin

General Backup Retention

1D: localHvm Nodes:
Volume group: pve Enable:
Thin Pool: data

Content Disk image, Container

© He=lp

You may already have Proxmox installed on one disk and need to add storage to have more local storage. This process is
as simple as adding a drive to Proxmox.

NVMe disks are cheap and great for adding speedy virtualization storage to your Proxmox host.

SAMSUNG 980 PRO S5D 1TB PCle 4.0 NVMe
Gen 4 Gaming M.2 Internal Solid State Drive
Memaory Card, Maximum 5Speed, Thermal
Control, MZ-VBP1TOB

[

a7 89

SAMSUNG -

iy $0.00 for i

135 Armapee Gift Caed uj T I Ao Berkindid Prime

Add the physical drive to your Proxmox host

The first step is, of course, adding the new drive to your Proxmox host. Most current hosts have a hard drive M.2 slot for
NVMe storage. Once added, we can begin the process to provision the storage.

Preparing the NVMe Drive

Before adding storage space to your Proxmox server, you must prepare the new disk. This involves installing necessary
tools, creating a new partition table, and setting up the primary partition.

1. Install Parted:
To begin, you must install the Parted utility on your Proxmox server. Select Shell in the web interface to launch the
command shell. This tool is used for manipulating block devices and creating partitions. To install Parted, run the following
command:

apt install parted
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A Mot secure | RHps//192.168.1.240:53006/7console=shell&xtermjs=18&wvmi

pve-root 253:1 688G !
pve—data tmeta 253:2 1.4G
L pve-data 253:4 137.1G
pve—data tdata 253:3 137.1G
L pve-data 253:4 0 137.1G
root@pmox0l:~f apt install parted -y
Reading package lists... Done
Building dependency tree... Done
Reading state information... Done
The following additional packages will be installed:
libparted2
Suggested packages:
libparted-dev libparted-il18n parted-doc
The following NEW packagez will be installed:
libparted2 parted
0 upgraded, 2 newly installed, 0 to remove and 1 not upgraded.
NHeed to get 554 kB of archives.
After this operation, 9535 kB of additional disk space will be used.
Get:1 http://ftp.us.debian.org/debian bullseye/main amdé4 libparted2 amdé4 3.4-1 [335
KB]
Get:2 http://ftp.us.debian.org/debian bullseye/main amdé4 parted amde4 3.4-1 [219 kE]
Fetched 554 kB in 0Os (1,905 kB/s)
Selecting previously unselected package libparted2:amdé4.
(Reading datsbase ... 43%72 file= and directories currently installed.)

1. List block devices:

Next, use the Isblk command to identify the new NVMe drive you want to add to your Proxmox installation. For example,
the drive may appear as dev/nvme0On1. You will see the normal disks such as dev sda dev sda1.

A Notsecure | htps//192.168.1.240:3006/?console=shell&xtermjs=1&vmid=0&vmname=&node=pmox01&cmd=

Debian GNU/Linux comes with ABSOLUTELY NO WARRANTY, to the extent
permitted by applicable law.
Last login: Mon Apr 10 15:46:45% CDT 2023 on ttyl
root@pmox0l:~f lsblk
NAME MAJ:MIN EM SIZE RO TYPE MOUNTPOINT
58.9G disk
224K part
2.8M part
1c part
300K part
931.5G disk
2M part
931.5G part
232.5G disk
1007E part
1c part
231.9G part
8G lvm [SWAE]
688G lvm /
1.4G lvm
137.1G
137.1G
137.1G

sda
sdal
sda2
=sda3
=da4d
nvmeOnl
nvmelnlpl
nvmelnlp2
nvmelnl
nvmelnlpl
Envme Inlp2
nvmelnlp3
pve—swap
pve—root
pve-data tmeta 253:2
L—pve—data 253:4
pve—data tdata 253:3
L—pve—data 253:14
root@pmox0l:~F D

DoODDoDDoDDDO Do DD
Do DD oDODDOoODoODOOD o DD




1. Create a new partition table:

Once you have identified the new disk, you can create a new partition table. Run the following command to create a type
GPT partition table on the NVMe drive:

parted /dev/nvme@nl mklabel gpt

root@pmox0l:~f *C
root@pmox0l:~§ parted /dev/nvmeOnl mklabel gpt
Warning: The existing disk label on /dev/nvmelnl will be destroyed and all data on

this disk will be lost. Do you want to continue?
Yes/No? Yes
Information: You may need to update /fetc/fstab.

root@pmox01:~f D

Creating the Primary Partition

After you have prepared the new disk, the next step is to create the primary partition on the NVMe drive.
1. Create a primary partition
To create the primary partition, run the following command:

parted /dev/nvme@nl mkpart primary ext4 0% 100%

root@pmox0l:~f parted /dev/nvmelnl mkpart primary ext4 0% 100%

Information: ¥You may need to update /etc/fstab.

This command creates a new primary ext4 partition that spans the entire NVMe drive and will remove existing partitions.
So be careful and ensure this is what you would like to do.

1. Format the partition:
Next, format the new partition with the ext4 filesystem:
mkfs.ext4 /dev/nvmednlpl
1. Name the storage for your data
You can name the storage something intuitive using the command:

mkfs.extd4 -L vmstorage /dev/nvmeOnl



rootl@pmox0l:~f mkfs.extd4 -1 vmstorage /dev/nvmeOnl

mke2f=s 1.46.5 (30-Dec—2021)

Found a gpt partition table in /dev/nvmelnl

Proceed anyway? (y,N) vy

Di=zcarding device blocks: done

Creating filesystem with 244150646 4k blocks and 61054576 inodes

Filesystem UUID: 6lcf3%ed-a308-4eae-a9%d2-all%=aaalés’

Superblock backups stored on bl
32768, 98304, 163840, p p 200, 88473
4096000, 7962624, 11235424, 20 ooo, 23 7872, 716
102400000, 214550848

&6, 1e05632, 2634208,
63e6le, TBET3968,
Zllocating group tables: done

Writing inode tables: done

Creating journal (262144 blocks): done
Writing superblocks and filesystem accounting information: done

rootl@pmox0l:~§ D

Mounting the New Partition

With the primary partition created, you must now mount it to a mount point on your Proxmox server.
1. Create a new directory:

First, create a new directory to serve as the mount point for the new partition. For example:

mkdir /mnt/vmstorage
1. Edit the /etc/fstab file

Next, edit the /etc/fstab file to ensure the new partition will auto mount upon reboot. Open the file with a text editor like
Nano:

nano /etc/fstab

root@pmox0l:~f mkdir -p /mnt/vmstorage
root@pmox01l:~f nano /etc/fatab

root@pmox0l:~f D

Add the following line to the file, replacing /dev/invme0On1p1 with the appropriate device identifier for your NVMe drive:

LABEL=vmstorage /mnt/vmstorage ext4 defaults 0 2



A Mot secure hips//192.168.1.240:5006/7c

fdev/pve/root / ext4 errors=remount-ro 0 1
fdev/pve/swap none swap sw 0 O

proc /proc proc defaults 0 0O

LABEL—vmstorage /mnt/vmstorage ext4 defaults

Save the changes and exit the text editor.
1. Mount the new partition:
Finally, mount the new partition to the mount point:

mount /mnt/vmstorage

Adding Storage Space to Proxmox

Now that the new partition is mounted, you can add it as storage space in the Proxmox web interface.
1. Log in to the Proxmox web interface.
2. Navigate to the “Datacenter” tab and click on “Storage.”

3. Click on the “Add” button and select “Directory” from the dropdown menu. There will be several options including lvm
thin think provisioning, volume group, thin provisioning.
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4. In the “Add Directory” window, enter a unique ID for the new storage, and set the “Directory” field to the mount point you
created earlier (e.g., Imnt/nvme-storage). Choose the appropriate “Content” types, such as “select Disk image,”
“Container template,” or “Backup.” Click “Add” to save the configuration.
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5. The new storage space will now be available in the Proxmox web interface for virtual machines and containers.
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Now, when you create a new virtual machine or container you will see the storage available to select in the storage drop
down.




Virtual Machine

General 05

%) Use CD/DVD disc image file (iso) Guest 05:

Storage: local Type: Linune

ISO image: Name Type Aovail Capacity
") Use physical ¢ local dir 64.20 GB 7125 GB

") Do not use an, YMstorage dir 93332 GB 983.35 GB

Advanced

Performing Backups to the New Storage

With the new storage space added to Proxmox, you can also use it as backup storage for your virtual machines and
containers. To create a backup, follow these steps:

1. Select the virtual machine or container you want to back up in the Proxmox web interface.
2. Click on the “Backup” button in the top menu.

3. In the “Backup” window, choose the new storage space as the “Storage” target and configure the other backup options
as needed. Click “Backup” to initiate the process.

4. Monitor the backup progress in the “Task Log” tab.

Related posts

Nested Proxmox VMware installation in ESXi

Proxmox Create ISO Storage Location — disk space error
Proxmox cluster installation and configuration

Proxmox firewall rules configuration

Proxmox Update No Subscription Repository Configuration

Wrapping up

Proxmox is a great solution that is free, open-source, and incorporates many great features in the platform. Adding storage
is fairly straightforward, but does involve a few steps from the command shell to mount the storage, format the disk, and
add it to the system as available storage for virtual machines and containers.
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Proxmox cluster installation and configuration

February 13, 2023
Proxmox
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Proxmox Cluster is a group of physical servers that work together to provide a virtual environment for creating and

managing virtual machines and other resources. In this blog post, we will go over the steps to build a Proxmox Cluster and
the benefits it provides.
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What is Proxmox Cluster?

Proxmox Cluster is a group of physical servers that work together to provide a virtual environment for creating and
managing virtual machines and other resources.

The Proxmox Cluster uses the Proxmox Virtual Environment (VE) to provide a virtual environment for creating and
managing virtual machines.
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Minimum Requirements for Building a Proxmox Cluster

To build a Proxmox Cluster, you will need at least two Proxmox servers, or nodes for a VE cluster. It is recommended to
use identical hardware for all nodes in the cluster to ensure compatibility and ease of management.

The Proxmox servers will communicate with each other to perform management tasks and ensure your virtual
environment’s reliability.

Having shared storage is a good idea as this will allow the most seamless and best configuration for production workloads.
It allows workloads to be brought back up quickly if one host fails.
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Importance of IP Addresses in Proxmox Cluster

Each node in a Proxmox Cluster must have a unique IP address. The IP addresses are used for cluster communication
and to identify each node in the cluster. It is important to make sure that each node has a unique IP address and that the
addresses are reachable from other nodes in the network.
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Storing Configuration Files for Proxmox Cluster

The configuration files for a Proxmox Cluster can be stored on either local storage directly attached to a node or shared
storage accessible from multiple nodes.

Choosing the appropriate storage option for your cluster is important based on your needs and the resources available.

Setting Up Cluster Communication

The corosync communication protocol manages communication between nodes in a Proxmox Cluster. The protocol is
responsible for ensuring that nodes in the cluster can communicate with each other and for managing the transfer of
information between nodes.

Modifying the Configuration File

The configuration file for a Proxmox Cluster includes the settings for the corosync communication protocol, the cluster
manager, and the virtual environment.

The configuration file is stored in a database-driven file system and can be easily modified to meet the needs of your virtual
environment.

Handling Failed Nodes in a Proxmox Cluster

In the event of a failed node in a Proxmox Cluster, the remaining node will continue to function normally and ensure your
virtual environment’s reliability. The cluster manager is responsible for automatically failing over to the remaining nodes in
the event of a failure.

The Role of the Cluster Manager

The cluster manager is responsible for performing management tasks in a Proxmox Cluster, such as live migrations of
virtual machines and automatic failover in case of a failed node. The cluster manager is an integral component of a
Proxmox Cluster and ensures that the virtual environment remains up and running even in the event of a failure.

Benefits of a Proxmox Cluster

A Proxmox Cluster provides many benefits, including high availability, easy migration of virtual machines, and automatic
failover in case of a failed node. With a Proxmox Cluster, you can ensure that your virtual environment is always up and
running and that your virtual machines are always available to users.

Easy Migration of Virtual Machines

Another benefit of a Proxmox Cluster is easy migration of virtual machines. With a Proxmox Cluster, you can easily migrate
virtual machines from one node to another, providing flexibility and ease of management.
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Node Types in a Proxmox Cluster

In a Proxmox Cluster, there are two types of nodes: the main node and the slave node or second node. The main node is
responsible for performing management tasks, while the slave node is responsible for running virtual machines.

In the event of a failure of the main node, the slave node will take over and perform management tasks until the main node
is restored.

Grouping Nodes in a Proxmox Cluster

In a Proxmox Cluster, nodes can be grouped together to provide additional functionality and ease of management. For
example, you can group nodes together based on their location or based on the virtual machines they are running. This
grouping of nodes allows you to manage and monitor your virtual environment easily.

Proxmox Single Node Clusters

In addition to multi-node clusters, Proxmox also supports single-node clusters. A single-node cluster is a Proxmox cluster
that consists of only one node and is typically used for smaller virtual environments or for testing and development
purposes.

A single-node cluster in Proxmox provides many of the benefits of a multi-node cluster, such as creating and managing
virtual machines and using local storage for virtual machine storage.

Additionally, a single node cluster provides a simple and easy-to-use virtual environment well-suited for small or simple
virtual environments.

To set up a single-node cluster in Proxmox, you will need to install Proxmox on a single node and configure the network
settings. Once Proxmox is installed, you can create a new single node cluster using the Proxmox Web GUI or the
command line.

When creating a single node cluster, properly configuring the firewall ensures the virtual environment is secure.

Additionally, it is important to plan properly and backup the virtual machines and configurations to ensure the reliability of
the virtual environment.

Live Migration of Virtual Machines

Live migration is a feature in a Proxmox Cluster that allows you to move virtual machines from one node to another without
any downtime. This feature is useful for performing maintenance tasks on a node or for balancing the load between nodes
in the cluster.

High Availability in Proxmox Cluster

High availability is a key benefit of a Proxmox Cluster. With high availability, you can ensure that your virtual environment
remains up and running even in a failure.

The cluster manager is responsible for automatically failing over to the remaining nodes in the event of a failure, ensuring
that your virtual environment remains up and running.

Considerations for Building a Proxmox Cluster

When building a Proxmox Cluster, there are several important considerations to keep in mind. These include the hardware
requirements, the network requirements, and the firewall requirements.

It is important to thoroughly research and plan your Proxmox Cluster to ensure that it meets your needs and provides the
desired level of reliability.

Firewall Requirements

When building a Proxmox Cluster, it is important to consider the firewall requirements. The Proxmox Cluster uses the TCP
port to communicate between nodes, and it is important to ensure that this port is open on the firewall.
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Additionally, it is important to consider any security requirements and to properly configure the firewall to meet these
requirements.

Home Lab Environments

Proxmox Clusters are not just for large data centers and enterprise environments. They can also be used in home lab
environments to provide a virtual environment for testing and learning purposes.

A home lab environment typically consists of a small number of physical servers, often only one or two, and is used for
testing and learning purposes.

With a Proxmox Cluster in a home lab environment, you can experience the benefits of a virtual environment, such as high
availability and easy migration of virtual machines, without the need for a large number of physical servers.

When setting up a Proxmox Cluster in a home lab environment, it is important to consider the hardware requirements and
choose hardware compatible with the Proxmox software.
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Additionally, it is important to consider the network requirements and properly configure the firewall to ensure the cluster
can communicate with other nodes.

It is also important to properly secure the Proxmox Cluster in a home lab environment. This includes securing the root
password and properly configuring the firewall to prevent unauthorized access.

Proxmox Clusters in home lab environments provide a great opportunity to learn about virtual environments and to gain
hands-on experience with Proxmox. With a Proxmox Cluster in a home lab environment, you can explore the features and
benefits of a virtual environment and develop the skills you need to effectively manage virtual environments in real-world
environments.

Creating a Proxmox Cluster with the CLI step-by-step

Step 1: Install Proxmox on each node

The first step in setting up a Proxmox Cluster is to install Proxmox on each node. To do this, you must download the
Proxmox ISO file and create a bootable USB drive. Once the USB drive is created, you can boot each node from the USB
drive and follow the prompts to install Proxmox.

Step 2: Configure the network settings

Once Proxmox is installed on each node, you must configure the network settings. This includes assigning a unique IP
address to each node and configuring the firewall to allow communication between nodes.

Step 3: Create a new cluster

To create a new Proxmox Cluster, you will need to use the following command on one of the nodes:

pvecm create <cluster-name>
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This command will create a new cluster with the specified name and make the node the main node.

Step 4: Join additional nodes to the cluster

To join additional nodes to the cluster, you will need to use the following join cluster command on each node:
pvecm join <ip-address-of-the-main-node>

This command will provide the necessary information to join the cluster, including the IP address of the main node and the
cluster communication port.

Step 5: Configure the corosync communication protocol

The corosync communication protocol is used to manage communication between nodes in a Proxmox Cluster. To
configure the corosync communication protocol, you will need to modify the configuration file for the cluster.

This file is stored in a database-driven file system and can be easily modified to meet the needs of your virtual
environment.

Step 6: Add virtual machines to the cluster

Once the Proxmox Cluster is set up, you can add virtual machines. To do this, you must use the Proxmox Web GUI to
create and configure virtual machines.

The virtual machines can be easily migrated between nodes in the cluster, providing flexibility and ease of management.
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Step 7: Monitor and maintain the cluster

To ensure the reliability of your virtual environment, it is important to monitor and maintain your Proxmox Cluster. This
includes monitoring the status of the nodes in the cluster, performing regular maintenance tasks, and updating the cluster
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software as needed.

Create a Proxmox cluster using the Web GUI

Step 1: Log in to the Proxmox Web GUI

To create a Proxmox Cluster using the Proxmox Web GUI, you will need to log in to the Proxmox Web GUI on one of the
nodes in the cluster.

The Proxmox Web GUI can be accessed by navigating to https://<node-ip-address>:8006 in a web browser.

Step 2: Create a new cluster

To create a new cluster, click on the “Cluster” tab in the Proxmox Web GUI and then click on the “Create Cluster” button.
This will open a dialog where you can enter the name of the new cluster.
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Step 3: Add nodes to the cluster

Once the new cluster has been created, you can add additional nodes to the cluster. To do this, click on the “Cluster” tab in
the Proxmox Web GUI and then click on the “Add Node” button. This will open a dialog where you can enter the node’s IP
address you want to add to the cluster.
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You will use this join information to join cluster on the second, and third node.

Step 4: Configure the corosync communication protocol

To configure the corosync communication protocol, click on the “Cluster” tab in the Proxmox Web GUI and then click on the
“Edit” button next to the cluster you want to configure.

This will open a dialog where you can modify the settings for the corosync communication protocol, including the
communication port and the number of votes required to reach quorum.

Output  Status

Writing corosync config to fetc/pve/corosync.conf
Restart corosync and cluster filesystem
TASK OK

Step 5: Add virtual machines to the cluster

Once the cluster has been configured, you can add virtual machines to the cluster. To do this, click on the “Virtual
Machines” tab in the Proxmox Web GUI and then click on the “Create VM” button.

This will open a dialog where you can create and configure virtual machines, including specifying the virtual machine
name, the operating system, and the storage location.

Step 6: Monitor the cluster

To ensure the reliability of your virtual environment, it is important to monitor the cluster and to perform regular
maintenance tasks. This can be done using the Proxmox Web GUI by clicking on the “Cluster” tab and then clicking on the
“Monitor” button.

This will provide information on the status of the nodes in the cluster and will allow you to perform tasks such as live
migrations of virtual machines

Cluster cold start

Cluster cold start refers to the process of starting a Proxmox Cluster from scratch, without any previous configuration or
state information. A cluster cold start is typically performed in the following scenarios:

1. After a complete failure of the cluster: In the event of a complete failure of the cluster, all configuration information
and state information are lost, and a cluster cold start is necessary to rebuild the cluster from scratch.

2. When setting up a new Proxmox Cluster: When setting up a new Proxmox Cluster, a cluster cold start is necessary
to create a new cluster and configure the cluster from scratch.

3. When changing the cluster configuration: When changing the configuration of an existing Proxmox Cluster, such as
adding or removing nodes, a cluster cold start may be necessary to properly reconfigure the cluster.

A cluster cold start in Proxmox Clusters involves installing Proxmox on each node, configuring the network settings,
creating a new cluster, adding nodes to the cluster, and configuring the corosync communication protocol. This process
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can be performed using the Proxmox Web GUI or by using the command line.
It is important to note that a cluster cold start can result in data loss, as all virtual machines and configurations will need to

be recreated. As such, it is important to plan properly and back up all virtual machines and configurations prior to
performing a cluster cold start.

Wrapping Up

Proxmox is a great platform for running home lab workloads and production environments. With Proxmox clusters, you can
set up a high-availability environment to protect your virtual machines from a single node failure in the data center.

If you follow all the steps listed to create a Proxmox cluster, you can easily create a Proxmox cluster using the web Ul and
CLlI.
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Mastering Ceph Storage Configuration in Proxmox 8 Cluster

The need for highly scalable storage solutions that are fault-tolerant and offer a unified system is undeniably significant in
data storage. One such solution is Ceph Storage, a powerful and flexible storage system that facilitates data replication
and provides data redundancy. In conjunction with Proxmox, an open-source virtualization management platform, it can
help manage important business data with great efficiency. Ceph Storage is an excellent storage platform because it's
designed to run on commodity hardware, providing an enterprise-level deployment experience that’s both cost-effective
and highly reliable. Let’s look at mastering Ceph Storage configuration in Proxmox 8 Cluster.
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What is Ceph Storage?

Ceph Storage is an open-source, highly scalable storage solution designed to accommodate object storage devices, block
devices, and file storage within the same cluster. In essence, Ceph is a unified system that aims to simplify the storage and
management of large data volumes.
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A Ceph storage cluster consists of several different types of daemons: Ceph OSD Daemons (OSD stands for Object
Storage Daemon), Ceph Monitors, Ceph MDS (Metadata Server or metadata server cluster), and others. Each daemon
type plays a distinct role in the operation of the storage system.

Ceph OSD Daemons handle data storage and replication, storing the data across different devices in the cluster. The Ceph
Monitors, on the other hand, track the cluster state, maintaining a map of the entire system, including all the data and
daemons.

Ceph MDS, or metadata servers, are specific to the Ceph File System. They store metadata for the filesystem, which
allows the Ceph OSD Daemons to concentrate solely on data management.

A key characteristic of Ceph storage is its intelligent data placement method. An algorithm called CRUSH (Controlled

Replication Under Scalable Hashing) decides where to store and how to retrieve data, avoiding any single point of failure
and effectively providing fault-tolerant storage.

What is a Proxmox Cluster and Why is Shared Storage Needed?

A Proxmox cluster is a group of Proxmox VE servers working together. These servers, known as nodes, share resources
and operate as a single system. Clustering allows for central management of these servers, making it easier to manage
resources and distribute workloads across multiple nodes.

Below, | have created a new Proxmox 8 cluster of three nodes.


https://www.virtualizationhowto.com/wp-content/uploads/2023/06/Ceph-Storage-is-an-open-source-and-robust-storage-solution.png
https://www.virtualizationhowto.com/wp-content/uploads/2023/06/Ceph-Storage-is-an-open-source-and-robust-storage-solution.png

x PRO = MO X vl Erveonmes 803
Sarem e -]

B Datsconio |tk |

CLats] e

F
r
C N

Lmmcyipiics
108 {ubmardu-ci] 1)
el

vl

3 Hojlalee
ol P

& Ubsis
B A Tokaee
iy, T F i
i Corimpyri
W Pook

§ P

nunnu..nnamm‘l-‘lﬂﬁg

il P
" 1
@ AT
[ Frowal
(R
11 Nemourss Mappien

i Sappe

Proxmox 8 cluster

Shared storage systems

Shared storage is essential in a Proxmox cluster for several reasons. Firstly, it enables high availability. If one node fails,
the virtual machines (VMs) or containers running on that node can be migrated to another node with minimal downtime.
Shared storage ensures the data those VMs or containers need is readily available on all nodes.

Secondly, shared storage facilitates load balancing. You can easily move VMs or containers from one node to another,
distributing the workload evenly across the cluster. This movement enhances performance, as no single node becomes a
bottleneck.

Lastly, shared storage makes data backup and recovery more manageable. With all data centrally stored, it's easier to
implement backup strategies and recover data in case of a failure. In this context, Ceph, with its robust data replication and
fault tolerance capabilities, becomes an excellent choice for shared storage in a Proxmox cluster.

Why is Ceph Storage a Great Option in Proxmox for Shared Storage?

Proxmox supports several block and object storage solutions. Ceph Storage brings Proxmox a combination of scalability,
resilience, and performance that few other storage systems can offer. With its unique ability to simultaneously offer object,
block, and file storage, Ceph can meet diverse data needs, making it an excellent choice for shared storage in a Proxmox
environment.

One of the key reasons that Ceph is a great option for shared storage in Proxmox is its scalability. As your data grows,
Ceph can effortlessly scale out to accommodate the increased data volume. You can add more storage nodes to your
cluster at any time, and Ceph will automatically start using them.

Fault tolerance is another reason why Ceph is a great choice. With its inherent data replication and redundancy, you can
lose several nodes in your cluster, and your data will still remain accessible and intact. In addition to this, Ceph is designed
to recover automatically from failures, meaning that it will strive to replicate data to other nodes if one fails.
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Ceph’s integration with Proxmox for shared storage enables virtual machines and containers in the Proxmox environment
to leverage the robust Ceph storage system. This integration makes Ceph an even more attractive solution, as it brings its
strengths into a virtualized environment, further enhancing Proxmox’s capabilities.

Finally, Ceph’s ability to provide object, block, and file storage simultaneously allows it to handle a wide variety of
workloads. This versatility means that whatever your shared storage needs, Ceph in a Proxmox environment is likely to be
a solution that can handle it effectively and efficiently.

Understanding the Ceph Storage Cluster

At its core, a Ceph storage cluster consists of several components, each having a specific role in the storage system.
These include Ceph OSDs (Object Storage Daemons), which manage data storage, and Ceph Monitors, which maintain
the cluster state. The CRUSH algorithm controls data placement, enabling scalable hashing and avoiding any single point
of failure in the cluster. Ceph MDS (Metadata Servers) are also part of this structure, which store metadata associated with
the Ceph filesystem.

Ceph clients interface with these components to read and write data, providing a robust, fault-tolerant solution for
enterprise-level deployments. The data stored in the cluster is automatically replicated to prevent loss, thanks to controlled
replication mechanisms.
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Ceph Storage Architecture

Configuring the Proxmox and Ceph Integration

Proxmox offers a user-friendly interface for integrating Ceph storage clusters into your existing infrastructure. This
integration harnesses the combined power of object, block, and file storage, offering a versatile data storage solution.

Before you begin, ensure that your Proxmox cluster is up and running, and the necessary Ceph packages are installed. It's
essential to note that the configuration process varies depending on the specifics of your existing infrastructure.
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Installing and Configuring Ceph

Start by installing the Ceph packages in your Proxmox environment. These packages include essential Ceph components
like Ceph OSD daemons, Ceph Monitors (Ceph Mon), and Ceph Managers (Ceph Mgr).

Click on one of your Proxmox nodes, and navigate to Ceph. When you click Ceph, it will prompt you to install Ceph.
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Install Ceph on each Proxmox 8 cluster node

This begins the setup wizard. First, you will want to choose your Repository. This is especially important if you don’t have
a subscription. You will want to choose the No Subscription option. For production environments, you will want to use the
Enterprise repository.


https://www.virtualizationhowto.com/wp-content/uploads/2023/06/Install-Ceph-on-each-Proxmox-8-cluster-node.png
https://www.virtualizationhowto.com/wp-content/uploads/2023/06/Install-Ceph-on-each-Proxmox-8-cluster-node.png

o Installabon

yabam, cessigned for moedlent pardomance, relabdity, and scalabdity

i i nol The Best chowos for produs

Cinniy iy Sulh o D Cieiahd Fesl ibidlin=d B Cobpehi ot Rl Ladieems oy Bl i

ey e rinld gpuny (1 T 2% Hapoedony

Choosing the Ceph repository and beginning the installation

You will be asked if you want to continue the installation of Ceph. Type Y to continue.
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Verify the installation of Ceph storage modules
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Ceph installed successfully

Next, you will need to choose the Public Network and the Cluster Network. Here, | don’t have dedicated networks
configured since this is a nested installation. So | am just choose the same subnet for each.


https://www.virtualizationhowto.com/wp-content/uploads/2023/06/Ceph-installed-successfully.png
https://www.virtualizationhowto.com/wp-content/uploads/2023/06/Ceph-installed-successfully.png
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Configuring the public and cluster networks

If you click the Advanced checkbox, you will be able to setup the Number of replicas and Minimum replicas.


https://www.virtualizationhowto.com/wp-content/uploads/2023/06/Configuring-the-public-and-cluster-networks.png
https://www.virtualizationhowto.com/wp-content/uploads/2023/06/Configuring-the-public-and-cluster-networks.png
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Advanced configuration including the number of replicas

At this point, Ceph has been successfully installed on the Proxmox node.


https://www.virtualizationhowto.com/wp-content/uploads/2023/06/Advanced-configuration-including-the-number-of-replicas.png
https://www.virtualizationhowto.com/wp-content/uploads/2023/06/Advanced-configuration-including-the-number-of-replicas.png
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Ceph configured successfully and additional setup steps needed

Repeat these steps on the remaining cluster nodes in your Proxmox cluster configuration.

Setting up Ceph OSD Daemons and Ceph Monitors

Ceph OSD Daemons and Ceph Monitors are crucial to the operation of your Ceph storage cluster. The OSD daemons
handle data storage, retrieval, and replication on the storage devices, while Ceph Monitors maintain the cluster map,
tracking active and failed cluster nodes.

You'll need to assign several Ceph OSDs to handle data storage and maintain the redundancy of your data.


https://www.virtualizationhowto.com/wp-content/uploads/2023/06/Ceph-configured-successfully-and-additional-setup-steps-needed.png
https://www.virtualizationhowto.com/wp-content/uploads/2023/06/Ceph-configured-successfully-and-additional-setup-steps-needed.png
https://www.virtualizationhowto.com/2023/10/proxmox-homelab-first-5-basic-configuration-steps/
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Adding an OSD in Proxmox Ceph storage


https://www.virtualizationhowto.com/wp-content/uploads/2023/06/Adding-an-OSD-in-Proxmox-Ceph-storage.png
https://www.virtualizationhowto.com/wp-content/uploads/2023/06/Adding-an-OSD-in-Proxmox-Ceph-storage.png

The OSD begins configuring and adding


https://www.virtualizationhowto.com/wp-content/uploads/2023/06/The-OSD-begins-configuring-and-adding.png
https://www.virtualizationhowto.com/wp-content/uploads/2023/06/The-OSD-begins-configuring-and-adding.png
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The OSD is successfully added to the Proxmox host

Also, set up more than one Ceph Monitor to ensure high availability and fault tolerance.


https://www.virtualizationhowto.com/wp-content/uploads/2023/06/The-OSD-is-successfully-added-to-the-Proxmox-host.png
https://www.virtualizationhowto.com/wp-content/uploads/2023/06/The-OSD-is-successfully-added-to-the-Proxmox-host.png
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OSDs added to all three Proxmox nodes

At this point, if we visit the Ceph storage dashboard , we will see the status of the Ceph storage cluster.


https://www.virtualizationhowto.com/wp-content/uploads/2023/06/OSDs-added-to-all-three-Proxmox-nodes.png
https://www.virtualizationhowto.com/wp-content/uploads/2023/06/OSDs-added-to-all-three-Proxmox-nodes.png
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Healthy Ceph storage status for the cluster

Creating Ceph Monitors

Let’'s add additional Ceph Monitors, as we have only configured the first node as a Ceph monitor. Whatis a Ceph Monitor?

A Ceph Monitor, often abbreviated as Ceph Mon, is an essential component in a Ceph storage cluster. lts primary function
is to maintain and manage the cluster map, a crucial data structure that keeps track of the entire cluster’s state, including
the location of data, the cluster topology, and the status of other daemons in the system.

Ceph Monitors contribute significantly to the cluster’s fault tolerance and reliability. They work in a quorum, meaning there
are multiple monitors, and a majority must agree on the cluster’s state. This setup prevents any single point of failure, as
even if one monitor goes down, the cluster can continue functioning with the remaining monitors.

By keeping track of the data locations and daemon statuses, Ceph Monitors facilitate efficient data access and help ensure
the seamless operation of the cluster. They are also involved in maintaining data consistency across the cluster and
managing client authentication and authorization.

Here we are adding the 2nd Proxmox node as a monitor. | added the 3rd one as well.


https://www.virtualizationhowto.com/wp-content/uploads/2023/06/Healthy-Ceph-storage-status-for-the-cluster.png
https://www.virtualizationhowto.com/wp-content/uploads/2023/06/Healthy-Ceph-storage-status-for-the-cluster.png
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Adding Ceph Monitors to additional Proxmox hosts

Now, each node is a monitor.


https://www.virtualizationhowto.com/wp-content/uploads/2023/06/Adding-Ceph-Monitors-to-additional-Proxmox-hosts.png
https://www.virtualizationhowto.com/wp-content/uploads/2023/06/Adding-Ceph-Monitors-to-additional-Proxmox-hosts.png
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All three Proxmox hosts are running the Ceph Monitor

Creating a Ceph Pool for VM and Container storage

Now that we have the OSDs and Monitors configured, we can create our Ceph Pool. Below we can see the replicas and
minimum replicas.


https://www.virtualizationhowto.com/wp-content/uploads/2023/06/All-three-Proxmox-hosts-are-running-the-Ceph-Monitor.png
https://www.virtualizationhowto.com/wp-content/uploads/2023/06/All-three-Proxmox-hosts-are-running-the-Ceph-Monitor.png
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Creating a Ceph Pool

Now, the Ceph Pool is automatically added to the Prommox cluster nodes.


https://www.virtualizationhowto.com/wp-content/uploads/2023/06/Creating-a-Ceph-Pool.png
https://www.virtualizationhowto.com/wp-content/uploads/2023/06/Creating-a-Ceph-Pool.png
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Pool added to all three Proxmox nodes

Utilizing Ceph storage for Virtual Machines and Containers

Now that we have the Ceph Pool configured, we can use it for backing storage for Proxmox Virtual Machines and
Containers. Below, | am creating a new LXC container. Note how we can choose the new Ceph Pool as the container
storage.


https://www.virtualizationhowto.com/wp-content/uploads/2023/06/Pool-added-to-all-three-Proxmox-nodes.png
https://www.virtualizationhowto.com/wp-content/uploads/2023/06/Pool-added-to-all-three-Proxmox-nodes.png
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Choosing the new pool for Proxmox LXC container storage

The LXC container creates successfully with no storage issues which is good.


https://www.virtualizationhowto.com/wp-content/uploads/2023/06/Choosing-the-new-pool-for-Proxmox-LXC-container-storage.png
https://www.virtualizationhowto.com/wp-content/uploads/2023/06/Choosing-the-new-pool-for-Proxmox-LXC-container-storage.png
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The new LXC container is created successfully on Ceph storage

We can see we have the container up and running without issue. Also, | was able to migrate the LXC container to another
node without issue.


https://www.virtualizationhowto.com/wp-content/uploads/2023/06/The-new-LXC-container-is-created-successfully-on-Ceph-storage.png
https://www.virtualizationhowto.com/wp-content/uploads/2023/06/The-new-LXC-container-is-created-successfully-on-Ceph-storage.png

x P RO X MO X virtusl Ersircnmant 8.0.3 o oeatev P CreaieCT | roolipam -

Sorvnr View = s 1000 > O Stusticen

B Oatsconier {chusionl

B pmaxi & Suvm

K 100 (ubmanhi-c201) - Comsols

B locadnarak (e =

l | PoacaOrl {peracesi

B . local {pmoodi )

B | incaldem {pmcodi1 ) O
B o Cptiors

BY ocainghek; (prmcedl

Mateork

Teaeslh, Higlapry

Bacioap

Srospeshois

Permssions

! kacal-amn gpm

4 EEEESSSS—
Tasks  Clusior king
Start Tima End Thma Hoda Lbsar manm

Jun ] - P roce it
Jum 34 33 3 Jum 34 334 ; ol

The LXC container operating on the Ceph Pool


https://www.virtualizationhowto.com/wp-content/uploads/2023/06/The-LXC-container-operating-on-the-Ceph-Pool.png
https://www.virtualizationhowto.com/wp-content/uploads/2023/06/The-LXC-container-operating-on-the-Ceph-Pool.png
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Ceph performance dashboard in Proxmox

Now, let’s learn a little more about Ceph.

Managing Data with Ceph

Ceph uniquely stores data. It breaks down data into objects before storing them across the cluster. This breakdown of data
facilitates scalable storage across multiple storage nodes. It also provides an opportunity to implement erasure coding or
redundancy for data protection.

Ceph Object Storage

Object storage in Ceph is done through RADOS (Reliable Autonomic Distributed Object Store). Objects stored are
automatically replicated across different storage devices to ensure data availability and fault tolerance. The CRUSH
algorithm, a scalable hashing technique, controls how the objects are distributed and accessed, thus avoiding any single
point of failure.

Block Storage with Ceph

Ceph Block Devices, or RADOS Block Devices (RBD), is a part of the Ceph storage system that allows Ceph to interact
with block storage. These block devices can be virtualized, providing a valuable storage solution for virtual machines in the
Proxmox environment. Block storage with Ceph offers features like thin provisioning and cache tiering, further enhancing
data storage efficiency.


https://www.virtualizationhowto.com/wp-content/uploads/2023/06/Ceph-performance-dashboard-in-Proxmox.png
https://www.virtualizationhowto.com/wp-content/uploads/2023/06/Ceph-performance-dashboard-in-Proxmox.png

Ceph File System

The Ceph File System (CephFS) is another significant feature of Ceph. It's a POSIX-compliant file system that uses a
Ceph Storage Cluster to store data, allowing for the usual file operations while adding scalability, reliability, and
performance.

The Ceph MDS (metadata servers) play a crucial role in the operation of CephFS. They manage file metadata, such as file
names and directories, allowing the Ceph OSDs to focus on data storage. This separation improves the overall
performance of the Ceph storage system.

Ceph Storage Cluster and Proxmox: A Scalable Storage Solution

You leverage a highly scalable storage solution by configuring a Ceph storage cluster in a Proxmox environment. The
combined use of object, block, and file storage methods offers versatile data handling suited to various data types and use
cases, such as cloud hosting and cloud-based services.

This combination enables managing important business data effectively while maintaining redundancy and fault tolerance.
Whether you’re dealing with large file data or smaller objects, using Ceph in a Proxmox environment ensures that your
data is safely stored and easily retrievable.

Frequently Asked Questions (FAQSs)

How does Ceph Storage achieve fault tolerance?

Ceph storage is inherently fault-tolerant due to its use of controlled data replication. Data stored in a Ceph cluster is
automatically replicated across multiple OSDs. Ceph can recover data from other nodes if one node fails, ensuring no data
loss. The CRUSH algorithm helps to maintain this fault tolerance by dynamically adjusting the data distribution across the
cluster in response to node failures.

Can Ceph Storage handle diverse data types?

Absolutely! Ceph’s ability to handle object, block, and file storage makes it versatile and flexible. Ceph uses RADOS Block
Devices for block storage, the Ceph filesystem for file storage, and RADOS for object storage. This versatile design
enables Ceph to manage diverse data types and workloads, making it an excellent fit for varied data needs.

How does cache tiering enhance Ceph’s performance?

Cache tiering is a performance optimization technique in Ceph. It uses smaller, faster storage (like SSDs) as a cache for a
larger, slower storage tier. Data is accessed frequently and moved to the cache tier for quicker retrieval. This setup
significantly improves read/write performance, making Ceph an excellent option for high-performance applications.
How is Ceph storage beneficial for cloud hosting?

Ceph is a highly scalable, resilient, and performance-oriented storage system, making it an excellent choice for cloud
hosting. With its fault tolerance, data replication, and block, object, and file storage support, Ceph can effectively handle
the vast and diverse data needs of cloud-based services.

What role do metadata servers play in the Ceph file system?

Metadata servers, or Ceph MDS, manage the metadata for the Ceph filesystem. They handle file metadata such as file
names, permissions, and directory structures, allowing the Ceph OSDs to concentrate on data management. This
separation boosts performance, making the file system operations more efficient.

Is Ceph Storage a good fit for enterprise-level deployments?

Yes, Ceph is suitable for enterprise-level deployments. Its scalability, robustness, and versatility make it an ideal storage

system for large businesses. With its features like thin provisioning, cache tiering, and scalable hashing with the CRUSH
algorithm, Ceph can handle vast amounts of data and diverse workloads that large enterprises typically require.



Video covering Proxmox and Ceph configuration

Proxmox 8 Cluster with Ceph Storage
configuration
https://youtube.com/watch?v=-gk_P9SKYK4

Proxmox 8 Cluster with Ceph storage

Wrapping up

Ceph storage offers a robust and highly scalable storage solution for Proxmox clusters, making it an excellent option for
anyone seeking an efficient way to manage extensive amounts of data and have a highly available storage location for
workloads in the home lab or in production. By following this guide, you can implement a Ceph storage cluster in your
Proxmox environment and leverage the numerous benefits of this powerful and flexible storage system.

Remember, the versatility of Ceph allows for many configurations tailored to meet specific needs. So, explore the various
features of Ceph storage and find a solution that perfectly fits your data storage and management needs.

Other links you may like

Proxmox 8: New Features and Home Lab Upgrade Instructions
Proxmox vs ESXi — ultimate comparison 2022

Docker container security best practices unlocked!

Nested Proxmox VMware installation in ESXi

Proxmox Create ISO Storage Location — disk space error
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https://www.virtualizationhowto.com/2022/09/proxmox-vs-esxi-a-detailed-comparison/
https://www.virtualizationhowto.com/2023/05/docker-container-security-best-practices-unlocked/
https://youtube.com/watch?v=-qk_P9SKYK4

CephFS Configuration in Proxmox Step-by-Step

January 8, 2024
Proxmox

Cephfs configuration in proxmox

Since working with Ceph in Proxmox VE lately, one of the cool features that | wanted to try out was Proxmox CephFS,
which allows you to work with your Ceph installation directly from your clients. It allows mounting file storage to your clients
on top of your Ceph storage pool with some other really cool benefits. Let’s look at CephFS configuration in Proxmox and
see how you can install and configure it.

Table of contents

CephFES configuration in Proxmox: An Overview of the lab
Installation steps
Installing_Ceph client tools in Linux
o Ceph fuse
Things you will need for your CephFS configuration in Proxmox



https://www.virtualizationhowto.com/category/proxmox/

1. The admin keyring
2. The name of the Ceph file system
3. The monitor addresses of your Proxmox CephFS servers
4. A ceph.config file
e Connect a Linux client to CephFS running_on Proxmox
o Run the mount command to mount the Ceph file system
o Troubleshooting_and support
+ FAQs on CephES configuration in Proxmox

What is CephFS (CephFsS file system)?

o o0 o

o

CephFS is a POSIX-compliant file system that offers a scalable and reliable solution for managing file data. CephFS is not
specific to Proxmox. However, in Proxmox environments when you configure a Ceph storage pool, it uses the same file
system that Proxmox uses for writing file data blocks and keeping replica data for resiliency from top to bottom.

CephFS can handle vast amounts of file metadata and data and be installed on commodity virtualization hardware. It is an
excellent solution for many use cases, especially when integrated with a Ceph storage cluster, as we can do in Proxmox.

CephFS configuration in Proxmox: An Overview of the lab

After you have a working Ceph cluster on top of a Proxmox installation, including Ceph mgr, cluster monitors (Ceph mon),
Ceph OSDs, daemons, cluster network, and a Ceph storage pool, how do you enable the Ceph file system on top of that?
It is super easy to do in Proxmox, especially since everything is integrated. We will see this integration in the menus below.

As a note, in this example | am running Proxmox VE version 8.1.3 and Ceph Quincy, which are the latest updates to the
platform from the official site with various security enhancements and features. For the lab, | am running a simple 4 node
member cluster (started with 3 but was doing other testing and added a node) in nested virtual machines on an SSD disk
with 3/2 Crush rule. You can configure different rules based on your needs and infrastructure.
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Cephfs home lab in proxmox

| set to replicated rule and a single NIC (multiple NICs and networks are recommended) for each machine running
pveceph. In this small configuration, it leads to a significant amount of space used with replicas taking up 75% of the


https://www.virtualizationhowto.com/2018/01/what-is-vembuhive-cloud-file-system/
https://www.virtualizationhowto.com/2020/07/backup-virtual-machines-with-shared-multi-writer-disks/
https://www.virtualizationhowto.com/2022/10/proxmox-firewall-rules-configuration/
https://www.virtualizationhowto.com/wp-content/uploads/2024/01/CephFS-home-lab-in-Proxmox.png
https://www.virtualizationhowto.com/wp-content/uploads/2024/01/CephFS-home-lab-in-Proxmox.png

capacity in order to created the replicated data and additional writes with changes.

Installation steps

First, click the CephFS menu under Ceph for your Proxmox host. Next, you click the Create button in the Proxmox web
app.
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Beginning to create cephfs in proxmox

This will launch the dialog box to Create: Metadata Servers.


https://www.virtualizationhowto.com/wp-content/uploads/2024/01/Beginning-to-create-CephFS-in-Proxmox.png
https://www.virtualizationhowto.com/wp-content/uploads/2024/01/Beginning-to-create-CephFS-in-Proxmox.png

The Exira ID allows creating multiple MDS per node, which increases
redundancy with more than one CephF3.

Create metadata servers dialog box

1) In my lab, | made each Proxmox host a Metadata server. 2) Click the Create CephFS button at the top.

Click the create cephfs button

| left all the default options here:

e Name
» Placement groups: default 128
* Add as Storage checked

Click Create.



https://www.virtualizationhowto.com/wp-content/uploads/2024/01/Create-metadata-servers-dialog-box.png
https://www.virtualizationhowto.com/wp-content/uploads/2024/01/Create-metadata-servers-dialog-box.png
https://www.virtualizationhowto.com/wp-content/uploads/2024/01/Click-the-create-CephFS-button.png
https://www.virtualizationhowto.com/wp-content/uploads/2024/01/Click-the-create-CephFS-button.png

Create cephfs after creating metadata servers

In the Task viewer you will see the status of the task which should complete successfully.


https://www.virtualizationhowto.com/wp-content/uploads/2024/01/Create-CephFS-after-creating-metadata-servers.png
https://www.virtualizationhowto.com/wp-content/uploads/2024/01/Create-CephFS-after-creating-metadata-servers.png
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Viewing the create cephfs task

If you choose to mount as storage, you will see the CephFS storage listed under your Proxmox host(s). Also, the great
thing about the CephFS storage is you can use it to store things like ISOs, etc on top of your Ceph storage pools. Note in
the navigation, we see the types of resources and content we can store, including ISO disks, etc.


https://www.virtualizationhowto.com/wp-content/uploads/2024/01/Viewing-the-create-CephFS-task.png
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Viewing the cephfs storage in proxmox

Installing Ceph client tools in Linux

To work with Ceph FS on Linux client nodes (Ceph clients, you install the Ceph client tools software packages from the
CLlI.sudo apt install ceph-common


https://www.virtualizationhowto.com/wp-content/uploads/2024/01/Viewing-the-CephFS-storage-in-Proxmox.png
https://www.virtualizationhowto.com/wp-content/uploads/2024/01/Viewing-the-CephFS-storage-in-Proxmox.png

Installing ceph common components on a linux client

Ceph fuse

Also, you can install the ceph fuse package. The ceph-fuse package is an alternate way of mounting CephFS. The
difference is it mounts it in the userspace. The performance of ceph-fuse is not as good as the more traditional mounting of
a CephFsS file system.

However, it does allow you to connect to a Ceph distributed file system from a user’s perspective, without the need to
integrate it deeply into the system’s core.

You can specify which Ceph file system to connect to either through a command line option (-m) or by using a configuration
file (ceph.conf). This tool mounts the Ceph file system at a designated location on your system.sudo apt install ceph-fuse



https://www.virtualizationhowto.com/wp-content/uploads/2024/01/Installing-ceph-common-components-on-a-Linux-client.png
https://www.virtualizationhowto.com/wp-content/uploads/2024/01/Installing-ceph-common-components-on-a-Linux-client.png
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Installing ceph fuse components

Things you will need for your CephFS configuration in Proxmox

There are a few steps you will need to connect to your Promxox CephES installation:

1. The admin keyring

2. The name of the Ceph file system

3. The monitor addresses of your CephFS servers
4. A ceph.config file

1. The admin keyring

To see the admin credentials that you need to mount the CephFS file system, you need to get your key from
the ceph.client.admin.keyring file. To get this, run the command:cat /etc/pve/priv/iceph.client.admin.keyring

You will see the value in the key section of the file. Note the user is admin and not root.
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10.1.149.58 - PuTTY

root@pmox@l:~# cat fetc/pve/priv/
[client.admin]

ceph.client.admin.keyring

Pph1UFChMBAA20sC3bd(54rFA+1lyggjGKQ==
"allow ="
caps mgr "allow *
caps mon "allow *
= "allow *

root@pmox@l : ~# I

Viewing the admin key in proxmox for cephfs

2. The name of the Ceph file system

The next piece of information you need is the name of the Ceph file system. To get that, you can run this command on your
Proxmox host:ceph fs Is

You will see the name of the file system. The default name is cephfs.

P ———— e S e —

5?'1"_3.1.1-1-9.{:-1 PulTY = O o

Running the ceph fs Is command

3. The monitor addresses of your Proxmox CephFS servers

You will need to have the Ceph monitor server addresses. There should be multiple servers configured as monitors for
reliability and so you don’t have a single point of failure.

You can file these hosts addresses under the Ceph > Monitor menu in the Proxmox GUI in the browser. Make sure your
router or routers have the routes configured to allow your client devices to have connectivity to these IP addresses and
port configurations.
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Viewing the proxmox ceph monitor addresses

4. A ceph.config file

You will also need a ceph.config file. Like the admin keyring, we can also copy the file from the Promxox server. But we
will trim some of the information out of the Proxmox server file. This file is located here on your Proxmox
server:/etc/pve/ceph.config

Mine has the following contents for my Proxmox server environment.

[global]
auth_client_required = cephx
auth_cluster_required = cephx
auth_service_required = cephx
cluster_network = 10.1.149.61/24
fsid = 75a2793d-00b7-4da5-81ce-48347089734d
mon_allow_pool_delete = true
mon_host = 10.1.149.61 10.1.149.63 10.1.149.62
ms_bind_ipv4 = true
ms_bind_ipv6 = false
osd_pool _default min_size = 2
osd_pool _default_size = 3
public_network = 10.1.149.61/24

[client]

keyring = /etc/pve/priv/$cluster.$name.keyring
[mds]

keyring = /var/lib/ceph/mds/ceph-$id/keyring

[mds.pmox@1]
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host = pmox@1l
mds_standby_for_name = pve

[mds.pmox@2]
host = pmox@2
mds_standby_for_name = pve

[mds.pmox@3]
host = pmox@3
mds_standby_for_name = pve

[mds.pmoxe4 ]
host = pmox@4
mds_standby_for_name = pve

[mon.pmox@1]

public_addr = 10.1.149.61
[mon.pmox@2]

public_addr = 10.1.149.62
[mon.pmox@3]

public_addr = 10.1.149.63

Connect a Linux client to CephFS running on Proxmox

To connect a Linux client to our CephFS configuration in Proxmox, we need to create a couple of files. First, make the
following directory:

mkdir /etc/ceph
In that directory create the files:

e admin.keyring
e ceph.conf

Running the tree command on the directory housing the cephfs configuration files

In the admin.keyring file, just put the key value in the file, nothing else. It will be a value as we had shown above that
looks similar to this:

AQAgPphl1UFChMBAA20sC3bdQ54rFA+1yqqjGKQ==

Then, you will need the following in your ceph.conf file. As you can see below, | have updated the keyring location to point
to our admin.keyring file.
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[global]

auth_client_required = cephx
auth_cluster_required cephx
auth_service_required cephx
cluster_network = 10.1.149.0/24

fsid = 75a2793d-00b7-4da5-81ce-48347089734d
mon_allow_pool_delete = true

mon_host = 10.1.149.61 10.1.149.63 10.1.149.62
ms_bind_ipv4 = true

ms_bind_ipv6e = false

osd_pool _default_min_size = 2
osd_pool_default_size = 3

public_network = 10.1.149.0/24

[client]
keyring = /etc/ceph/admin.keyring

Run the mount command to mount the Ceph file system

We need to make a directory for the mount operation.
mkdir /mnt/cephfs

Now that we have a directory, we can run the following command to mount the CephFS file system for a connection to the
IP address of each monitor node.

sudo mount -t ceph admin@75a2793d-00b7-4da5-81ce-48347089734d.cephfs=/ /mnt/cephfs -o
'secretfile=/etc/ceph/admin.keyring,mon_addr=10.1.149.61/10.1.149.62/10.1.149.63"

The command will complete without any return if it is successful. We can run the following to see our mounted Ceph file
system:

Cephfs mounted in linux

Troubleshooting and support

Like any technology, there may be times when you need to troubleshoot something with CephFS. CephFS does not
require a subscription license as it is free and open-source and can be pulled from the no-subscription repository.

Customers can of course, opt for enterprise support for your Proxmox cluster with the customer portal from the Proxmox
team. If you still go the open-source route, the Proxmox support forum on the Internet is a great source of help for visitors

across tens of thousands of threads thanks to activity members in the community. In addition, you can search forums for a
wide variety of topics, instructions, question-answer type posts, etc.

There are a number of other home forums and websites, links, wiki sites and thread search titles where you can find
people with experience to help with troubleshooting warning messages and errors, and share log data.

FAQs on CephFS configuration in Proxmox

How Does CephFS Support Object Storage in Proxmox?

CephFS is integrated with Proxmox and enhances object storage capabilities. It works alongside Ceph’'s RADOS Gateway
(RGW) and allows storing and retrieving objects in separate RADOS pools. It enables both file and object storage.
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Can CephFS Handle Erasure Coding for Data Protection?

CephFS supports erasure coding within its storage clusters. Erasure coding provides an efficient way to store data by
breaking it up into chunks as opposed to traditional replication methods. It helps in large-scale deployments where data
protection is of primary concern.

What Role Does the CRUSH Algorithm Play in CephFS?

The CRUSH algorithm specifies how data is stored across the cluster, enabling efficient distribution and availability. It
allows scaling storage without compromising data access speed.

In Proxmox, How Does CephFS Ensure High Availability for Stored Data?

CephFS ensures high availability in Proxmox through its resilient cluster design. It replicates file data and metadata across
different nodes. In node failures, the system automatically redistributes data to maintain access and integrity.

Are there any special considerations for CephFS in production environments?

When deploying CephFS in production environments, you need to make sure you have redundancy built-in with your
cluster configuration, metadata servers, and Ceph monitors. Proper configuration helps maintain performance and stability
in high-demand scenarios.

How Does CephFS Interact with External Monitoring Systems?

CephFS can be monitored with external monitoring systems. This can help provide insights into cluster health and
performance. These systems can track metrics like storage utilization, 1/0 performance, and node status.

Does CephFS Support Snapshots and Clones in Proxmox?

CephFS fully supports snapshots and writable clones within Proxmox. This feature allows you to create point-in-time
copies of files and directories, for data recovery and testing purposes.

What Is the Significance of Ceph MDS in a CephFS Setup?

It manages file system metadata, ensuring fast file and directory information access. MDS scales horizontally to handle
increasing workloads, making it a key component in large-scale CephFS deployments.

What other products are made by Proxmox?

Proxmox also makes Proxmox Backup Server for protecting your Proxmox data as well as Proxmox Mail Gateway for
mailflow services.

High Availability and Scalability in CephFS

CephFS filesystem inherits all the HA and scalability benefits of the Ceph storage pool. You can have multiple CephFS
monitors, etc, in the case of a failure. These features allow the cluster to handle failed cluster nodes and leverage Ceph’s
distributed object store for data redundancy.

Ceph Block and CephFS

Understanding the Ceph storage cluster is crucial for optimal CephFS configuration. Ceph’s distributed object store runs
the file system CephFS services and provides a unified system for both file storage and block storage (vms), simplifying
the configuration and providing HA and resiliency.

What are Metadata Servers in CephFS?

Metadata servers (MDS) in CephFS are responsible for storing and managing file metadata. This is important in the overall
file system’s performance. These servers allow efficient access and writing of file data blocks, for the Ceph file system’s
scalability and speed.

Wrapping up installing CephFS in Proxmox

CephFS configuration in Proxmox is an extremely powerful storage solution you can run in Proxmox for most dev and prod
environments. However, not only does it allow you to have hyper-converged storage for vm instances and LXC container
instances, it allows you to have file storage you can mount for clients that runs on top of the Ceph storage pool, with all the
benefits that come with Ceph in terms of resiliency, scalability, and availability.
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There are a lot of community support resources if you need help troubleshooting issues or figuring out the details and
settings, even with the open-source no-subscription channels for Proxmox and Ceph Quincy.
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Proxmox ha cluster configuration for virtual machines

If you are learning the Proxmox hypervisor or want high-availability cluster resources for learning and self-hosting services
with some resiliency, building a cluster is not too difficult. Also, you can easily create Proxmox HA virtual machine
clustering once you create cluster nodes. Let’s look at Proxmox HA virtual machine deployment and how to ensure your

VM is protected against failure and increase uptime, much like VMware HA.
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Proxmox cluster: the starting_point
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Setting_Up Your Proxmox Cluster

o Key Steps in Creating_a Proxmox Cluster
Configuring_Virtual machine HA

o High Availability Setup Requirements
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Configuring HA groups (optional)

Fencing_device configuration

Rebooting Proxmox Servers running HA

Frequently Asked Questions About Proxmox HA Configuration

Proxmox cluster: the starting point

The starting point for a high availability solution with Proxmox is the Proxmox cluster. Most start with a single Proxmox
server in the home lab. However, building a cluster requires a 2nd and third node. There are ways to increase the vote of
one node if you have two Proxmox servers in a cluster if one goes down. However, for “production” Proxmox VE, having 3
nodes is the standard for configuring a minimum Proxmox clusters for scalability and avalability.

Below, | have three nodes in a Proxmox cluster running Proxmox 8.1.3 in the Proxmox Ul.

 PROXMO
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Proxmox cluster running three nodes in an ha configuration

A Proxmox cluster includes multiple Proxmox servers or nodes that operate together as a logical unit to run your
workloads. Understanding how to set up and manage the PVE cluster service effectively is important to ensure your VM
data is protected and you have containers hardware redundancy.

Remember that this doesn’t replace all the other best practices with hardware configurations, such as redundant network
hardware and power supplies in your Proxmox hosts and UPS battery backup as the basics.

Shared storage

When you are thinking about a Proxmox cluster and virtual machine high availability, you need to consider integration with
shared storage as part of your design. Shared storage is a requirement so that all Proxmox cluster hosts have access to
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the data for your VMs. If a Proxmox host goes down, the other Promox hosts can pick up running the VM with the data
they already have access to.

You can run a Proxmox cluster where each node has local storage, but this will not allow the VM to be highly available.

For my test cluster, | configured Proxmox Ceph storage. However, many other types of shared storage can work such as
an iSCSI or other connection to a ZFS pool, etc. Below, we are navigating to Ceph and choosing to Install Ceph.
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Getting started installing ceph

This launches the Info screen. Here | am choosing to install Ceph Reef and using the No-Subscription repo.
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Starting the ceph setup

Type Y to begin the installation of Ceph.
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Confirm the ceph installation

Create the Ceph Pool, including configuring the:

Name

Size

Min Size

Crush Rule

# of PGs

PG autoscale mode

Below is the default value for the configuration.
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A healthy Ceph pool after installing Ceph on all three nodes, creating OSDs, Managers, Monitors, etc.
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A healthy ceph storage configuration and pool

Setting Up Your Proxmox Cluster

The journey to high availability begins with the creation of a Proxmox cluster. Here, we’ll guide you through the process of
joining multiple nodes to form a unified system. Each Proxmox node will contribute to the cluster’s overall strength, offering
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redundancy and reliability.
Key Steps in Creating a Proxmox Cluster

1. Choosing Cluster Nodes: Selecting the right Proxmox nodes is the first step. Ensure that each node is equipped
with redundant network hardware and adequate storage capabilities.

2. Configuring the Network: A stable cluster network is vital. We’ll explore how to set up a network that supports HA,
focusing on IP address configuration and avoiding common pitfalls like split brain scenarios.

3. Cluster Formation: The process of forming a cluster involves initializing the first node and then adding additional
nodes with the join cluster function. We'll walk you through the commands and steps necessary to create your
cluster.

Let’s look at screnshots of creating a Proxmox cluster and joining nodes to the cluster. Navigate to Datacenter > Cluster >
Create Cluster.
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Beginning to create the cluster

This will launch the Create Cluster dialog box. Name your cluster. It will default to your primary network link. You
can Add links as a failover. Click Create.

[ET

Cluster Name: TestCluster

Cluster Network: | .. 10.1.149.52

Add Multiple links are used as failover, lower numbers have higher priority.

@ Help

Create the new cluster

The task will begin and should complete successfully.
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Get the cluster join information

You can then click the Cluster join information to display the information needed to join the cluster for the other nodes.
You can click the copy information button to easily copy the join information to the clipboard.
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Viewing the join information

On the target node, we can click the Join Cluster button under the Datacenter > Cluster menu.
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Join the cluster from another node

Now we can use the join information from our first node in the cluster to join additional nodes to the cluster. You will also
need the root password of the cluster node to join the other Proxmox nodes.
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Entering the join information

Below, | have created a cluster with 4 Proxmox hosts running Ceph shared storage.
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Configuring Virtual machine HA

Once your Proxmox cluster is operational, the next step is configuring HA for your virtual machines. The Virtual Machine
HA config provides automation for restarting a VM that is owned by a failed host, on a healthy host. This involves setting up
shared storage, understanding HA manager, and defining HA groups administration.
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High Availability Setup Requirements

When provisioning Proxmox high availability, there are a number of infrastructure requirements.

1. Shared Storage Configuration: For VMs to migrate seamlessly between nodes, shared storage is a necessity as
we have mentioned above so data does not have to move during a failover.

2. The HA Manager: Proxmox’s HA manager plays a critical role in monitoring and managing the state of VMs across
the cluster. It works like an automated sysadmin. After you configure the resources it should oversee, such as VMs
and containers, the ha-manager monitors their performance and manages the failover of services to another node if
errors occur. Also, the ha-manager can process regular user commands, including starting, stopping, relocating, and
migrating services.

3. Defining HA Groups (optional) : HA groups determine how VMs are distributed across the cluster.

Let’s look at a basic example of configuring a single VM for high availability. Below, in the web interface we have navigated
to the Datacenter > HA > Resources > Add button. Click the Add button.
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Add resources for ha

Select the VM ID to create the HA resource.
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This will configure a service for the VM to make the VM highly available. The service will start and enter the started state.
Now, we have the VM configured for HA.
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The ha service for the vm is started

Configuring HA groups (optional)

The HA group configuration file /etc/pve/hal/groups.cfg_defines groups of cluster nodes and how resources are spread
across the nodes in the cluster. You can configure resources to only run on the members of a certain group. You can use
this to give priority to certain VMs, on certain hosts. Below is the Create HA Group configuration dialog box.
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Create an ha group for resources

Fencing device configuration

Fencing is important for managing node failures in Proxmox VE. When a host goes down and is completely offline, it
prevents resource duplication during recovery. Without fencing, resources could run on multiple nodes simultaneously
which can corrupt data.

Unfenced nodes can access shared resources, posing a risk. For instance, a VM on an unfenced node might still write to
shared storage even if it's unreachable from the public network, causing race conditions and potential data loss if the VM is
started elsewhere.

Proxmox VE employs various fencing methods, including traditional ones like power cutoffs and network isolation, as well
as self-fencing using watchdog timers. These timers, integral in critical systems, reset regularly to prevent system
malfunctions. If a malfunction occurs, the timer triggers a server reboot. Proxmox VE utilizes built-in hardware watchdogs
on modern servers or falls back to the Linux Kernel softdog when necessary.
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Fencing configuration in proxmox ve

Now, | simulated a failure of the Proxmox host by disconnecting the network connection. The pings to the VM start timing
out.
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Virtual machine going down after a failed proxmox host

The host is now taking down the VM resource.
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Proxmox ha viewing the server as dead

The HA process will restart the VM on a healthy host.
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Virtual machine restarted on a healthy proxmox host

After just a couple of minutes, the VM restarts and starts pinging on a different host.
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The proxmox ha virtual machine configuration has brought the vm back up

Best Practices for Cluster Health

1. Regular Updates and Backups: Keeping your Proxmox servers and VMs up-to-date is critical. High availability is
not a replacement for VM and container backup. Always protect your data with something like Proxmox Backup
Server.

2. Monitoring Tools and Techniques: Proxmox has several tools for monitoring the health and performance of your
cluster. Keep a check on your cluster health. Make sure monitor your nodes from the GUI and ensure things like
shared storage are in a healthy state.

3. Handling Node Failures: Even with HA, node failures can happen. We’'ll cover the steps to recover from a failed
node and how to ensure minimal impact on your virtual machines.

4. Documentation: Be sure to document the configuration of the cluster, including IPs, storage configuration, etc.

Rebooting Proxmox Servers running HA

If you want to reboot a Proxmox server for maintenance or other that is part of an HA cluster, you need to stop the following
service on the node, either from the command line or GUI:

/etc/init.d/rgmanager stop

Frequently Asked Questions About Proxmox HA Configuration

Can | configure HA with just two Proxmox nodes?

Yes, it’s possible to configure HA with two nodes, but it's not ideal due to the potential risk of split-brain scenarios. For
optimal redundancy and reliability, a minimum of three nodes is recommended.
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How does Proxmox handle VM migration in HA setups?

Proxmox automatically migrates VMs from a failed node to a functioning one within the cluster. This process is managed
by the HA manager, which monitors node and VM states to initiate automatic failover.

What are the key considerations for Proxmox HA network configuration?

Key considerations include having a redundant network setup, ensuring reliable IP address allocation, and configuring a
separate network for cluster communication to prevent data traffic interference.

Can | use local storage for Proxmox HA?

Local storage can be used, but it doesn’t support live migration of VMs in case of node failure. Shared storage solutions
like Ceph or NFS from a NAS as an option are preferred for true HA capabilities and settings.

What happens if the HA manager fails?

Proxmox’s HA manager is designed with redundancy. If the primary manager fails and a change, another node in the
cluster takes over its duties and goes into action, ensuring continuous monitoring and management of the HA setup.

How do | update VMs in a Proxmox HA cluster without downtime?

Use live migration to move VMs to another node in order to update the original node software. This ensures that your VMs
remain operational during updates, minimizing downtime.

What is the role of a quorum in a Proxmox cluster?

A quorum is used to ensure that decisions (like VM failover) are made reliably in the cluster. It prevents split-brain
scenarios by requiring a majority of nodes to agree on the cluster state.

Wrapping Up

Proxmox virtualization has some great features, including high-availability configuration for virtual machines. In this article,
we have considered the configuration of a high-availability Proxmox VE cluster and then configuring high availability for
VMs. In the comments, let me know if you are running a Proxmox VE cluster, what type of storage you are using, and any
other details you would like to share.
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Proxmox VE is a great solution for home lab environments and production workloads, including virtual machines and
containers. A great feature of Proxmox VE is the firewall, which enables administrators to manage network traffic to and
from virtual machines and containers. This article will explore the Proxmox firewall and its configuration options.

Proxmox Firewall Rules Configuration

Proxmox firewall is based on the Linux iptables firewall. It is designed to filter network traffic at the hypervisor layer. With
the firewall, you can filter traffic based on source and destination IP addresses, protocols, and ports.

Many management options exist, including the Proxmox web interface (web GUI) or command-line interface (CLI). These
can be used to configure firewall rules and implement cluster-wide firewall configuration in your Proxmox cluster.
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Zones configuration

You can divide the firewall into zones. This combines network interfaces and IP addresses. By default, notice the four
zones available in Proxmox VE.

1. Input — handles incoming traffic from external networks
2. Output — handles outgoing traffic to external networks

3. Forward — handles traffic between virtual machines and containers

4. Host — handles traffic to and from the Proxmox host

Cluster Wide Firewall Rules

With clustered Promox configurations, you can have firewall rules to apply to all nodes in the cluster. This is done by
configuring the underlying iptables rules automatically and using the same firewall configuration files on all nodes. You can
also configure a central firewall solution for the entire cluster by creating a firewall cluster.

Proxmox VE Firewall Zones

To manage the firewall, you need to enable the firewall service. Once enabled, you can configure the firewall zones using
the web interface or the command line.

You can also assign IP addresses to zones and create firewall rules that allow or block traffic based on the zone.

Enabling the Firewalls

The Proxmox firewall is disabled by default. To enable the firewall service, you can use the following command on the CLI:
pve-firewall enable

This will start the firewall service and load the firewall configuration files.

Ports used by Proxmox

Proxmox uses several ports for different services, such as SSH, HTTP, and VNC. By default, these ports are open, but you
can create firewall rules to restrict access to these ports.

Firewall Rules Configuration Direction

You need to specify the direction of the traffic you want to filter with the Proxmox firewall configuration. You can choose to
filter incoming traffic, outgoing traffic, or both.
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Enable the Firewall Service from the Command Line

You can enable the Proxmox firewall service from the command line with the following command:

systemctl enable pve-firewall.service

This will start the firewall service on boot and load the firewall configuration files.

Proxmox VE Firewall Configurations via Files

You can also configure the Proxmox firewall using configuration files. These files are located in the /etc/pvelfirewall
directory and define firewall macros, security groups, IP aliases, and firewall rules.

Enabling the Firewall for VMs and Containers

The firewall is disabled by default for virtual machines and containers. However, you can enable the firewall service for a
VM or container. To do this, you must add a firewall configuration file to that VM or container’s/etc/pvel/firewall directory.

Host, VMs, and Containers Configuration Files

You can configure the Proxmox firewall using host, VMs, and container configuration files. These files define firewall rules
for the respective entities and are located in the /etc/pvel/firewall directory.

Below is a look at host-specific firewall rules.
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See the Generated IPtables Rules

To view the underlying iptables rules generated by the Proxmox firewall:
iptables -L

This will display the current iptables rules managed by the Proxmox firewall service.

Check VM Network Device

When you configure a Proxmox firewall rule for a virtual machine, you need to know the name of the virtual network device.
You can find this by using the following command:

gm config <VM ID> | grep net

This will display the name of the virtual network device used by the VM.

IP Aliases

You can associate a single IP address with multiple network interfaces with IP Aliases. You can configure IP aliases in the
Proxmox firewall using the IP alias configuration file in the /etc/pve/firewall directory.

IP Sets

IP sets define a set of IP addresses that can be used in firewall rules. You can configure IP sets in the Proxmox firewall
using the IP set configuration file in the /etc/pvel/firewall directory.



Default Firewall Rules

A set of default firewall rules out of the box allows incoming and outgoing traffic for certain services. These include traffic
types such as SSH and HTTP. You can view the default firewall rules using the following command:

iptables -L

root@proxmox:~# iptables -L
Chain INPUT (policy ACCEPT)
target prot opt source destination

Chain FORWARD (policy ACCEPT)
target prot opt source destination

Chain OUTPUT (policy ACCEPT)
target prot opt source destination
root@proxmox : ~# I

Standard IP Alias local_network

An example of the default IP alias is the local_network standard IP alias defined in the Proxmox firewall configuration files.
It represents the IP addresses assigned to the Proxmox host and is used in firewall rules to allow traffic between the host

and virtual machines/containers.
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Adding Security Groups and Rules

Security groups and IP aliases can be used in the Proxmox firewall configuration files. These can then be used in firewall
rules to allow or block traffic based on the group or alias.

Note the following to define security groups and IP aliases using the following syntax in the configuration files:
group <group name> { <ip addresses> }
alias <alias name> { <ip addresses>}

Below is a look at creating security group-based firewall rules.

insert Socunby Geoup

Socurity Group:  besigroup

interface

Coamensnl

Supports Both IPv4 and IPv6

The Proxmox firewall supports both IPv4 and IPv6 addresses. You can define rules for both addresses using the same
firewall configuration files.

Proxmox Firewall CLI Commands to Know

Several CLI commands are useful when configuring the Proxmox firewall:
1. pve-firewall enable — Enables the firewall service
2. pve-firewall disable — Disables the firewall service

3. pve-firewall status — Displays the current status of the firewall service
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4. pve-firewall reload — Reloads the firewall configuration files

5. pve-firewall log — Displays the firewall log

Adding a Proxmox Firewall Rule

To add a firewall rule to the Proxmox firewall, you must edit the appropriate configuration file in the /etc/pvel/firewall
directory. The syntax for adding a firewall rule is as follows:

iptables -A <zone> -p <protocol> —dport <port> -s <source address> -d <destination address> -j <action>
Cluster Nodes

If you are using a Proxmox cluster, you can configure the firewall rules to apply to all nodes in the cluster. This is done by
configuring the underlying iptables rules automatically and using the same firewall configuration files on all nodes.

PVE Firewall Status

Note the following to check the status of the Proxmox PVE firewall service using the pve-firewall status command on the
CLI.

JSAGE: pve-firewall <COMMAND> [ARGS] [OPTIONS]

pve-firewall help [<extra-args>] [OPTIONS]

pve-firewall compile

pve-firewall

pve-firewa
pve-firews simulate

start

[OPTIONS]

pve-firewsa

pve-firew

pve-firew
root@proxmox: ~#

Define Rules

[OPTIONS]
status
stop

To define a firewall rule in the Proxmox firewall, you need to edit the appropriate configuration file in the /etc/pvel/firewall
directory. The syntax for adding a firewall rule is as follows:

iptables -A <zone> -p <protocol> —dport <port> -s <source address> -d <destination address> -j <action>

Outgoing Traffic

You can also configure the Proxmox firewall to filter outgoing traffic based on the destination IP address, protocol, and port.

Required Firewall Rules

Certain firewall rules are required for the Proxmox VE software to function properly. These rules allow traffic for SSH,

HTTP, and VNC.

Generated Iptables Rules

The underlying iptables rules generated by the Proxmox firewall can be viewed using the iptables -L command.
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Automatically Distributed

If you are using a Proxmox cluster, the underlying iptables rules for the firewall are automatically distributed to all nodes in
the cluster.

PVE Firewall Stop

To stop the Proxmox firewall service use the pve-firewall stop command on the CLI.

CLI Commands

Several CLI commands can be used to manage the Proxmox firewall service, such as pve-firewall enable, pve-firewall
disable, pve-firewall status, and pve-firewall reload.

Remote IPs

You can manage access from remote IP addresses to bolster security. You can configure firewall rules for remote IPs using
the remote.fw file located in the /etc/pvelfirewall directory.

Cluster Specific Firewall

Using a Proxmox cluster, you can configure a cluster-specific firewall using the /etc/pvel/firewall/cluster.fw configuration
file.

Configuration Files

The Proxmox firewall is configured using several configuration files in the /etc/pve/firewall directory. These files define
firewall macros, security groups, IP aliases, and firewall rules.

Corosync Cluster Traffic

You can manage traffic for Corosync cluster traffic. You can configure firewall rules for Corosync cluster traffic using the
corosync.fw file located in the /etc/pvelfirewall directory.

HTTP Traffic

You can also filter HTTP traffic in your Proxmox environment. You can configure firewall rules for HTTP connections using
the http.fw file located in the /etc/pvelfirewall directory.

Create Rules

When creating a firewall rule you need to edit the appropriate configuration file in the /etc/pvelfirewall directory. The
syntax for creating a firewall rule is as follows:

iptables -A <zone> -p <protocol> —dport <port> -s <source address> -d <destination address> -j <action>
Wrapping up

The Proxmox firewall is a great tool admins can use to manage and control traffic to the Proxmox data center, Proxmox
hosts, and virtual machines and containers running in the environment. The firewall is based on the Linux iptables firewall
and is managed using several configuration files located in the /etc/pvel/firewall directory.

The Proxmox cluster firewall rules are distributed in nature and synchronized between all cluster nodes. It is a great
capability that can effectively help secure workloads and Proxmox environments.
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Proxmox is an extremely versatile hypervisor that provides the ability to run a Proxmox Container vs VM as part of the
native functionality built into the platform. This is a great way to have the best of both worlds. It allows for solving multiple
applications challenges and multiple purposes with a single hypervisor. You can use these for production or test
environments.

Instead of running multiple virtual machines (VM workloads) to host services, you can run the LXC containers on the host
system for more efficient environments. Let’s explore the topic of Proxmox containers vs VM instances and see how
running virtual machines in Proxmox differs from Proxmox containers.

Take note of my latest Promox posts:

Proxmox Management Interface VLAN tagging_configuration
Proxmox vs ESXi — ultimate comparison 2022

Proxmox Create 1SO Storage Location — disk space error
pfSense Proxmox Install Process and Configuration
Proxmox Update No Subscription Repository Configuration

What is the difference between LXC containers and Docker containers?

First of all, many will recognize that we are describing Proxmox VE containers as LXC containers and not Docker. What is
the difference between the two? LXC containers are known as Linux Containers and are an OS-level virtualization
technology.
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It enables running multiple Linux OS’es on a single LXC host. LXC containers are much smaller than a full virtual machine
but often larger than Docker containers.

This can help with the performance of spinning up applications and setup access much more quickly to resources. There
are many reasons why one is preferred over the other. However, depending on the use case, one may be the best choice
over the other.

Docker is most popular

Docker containers are arguably the most popular container technology used in the enterprise today. They focus on running
applications and all their dependencies in a seamless, self-contained way and allow provisioning a single-purpose
application environment for running applications.

LXC containers are more like virtual machines

LXC containers are very much like a virtual machine, but significantly lighter weight since it is sharing the host kernel with
the LXC host. It does not require the disk space or other resources as full VMs.

LXC containers aim to align with a specific distribution of Linux. However, Docker containers aim to be distro-less and
focus on the applications and dependencies. Virtual machines have their own kernel instance as opposed to the shared
kernel instance with containers.

Allow hosting multiple applications

With multiple Docker containers, you can host multiple applications on your container host. LXC containers provide the
traditional resources you would find in a virtual machine running in the same environment. However, you can’t run different
operating systems like Windows in an LXC container, only different Linux distributions.

Nesting Docker containers inside LXC containers

One of the really cool things about running LXC containers on a Proxmox host is you can actually install Docker inside an
LXC container. In fact, you can run Kubernetes in a lab environment using LXC containers as your Kubernetes hosts.

Many may not realize that Docker is actually a fork of Linux LXC containers. Both LXC and Docker share the same kernel
with the container host.

Proxmox container vs virtual machine

Proxmox, unlike many commercial hypervisors, has the ability out of the box to run containers on top of the hypervisor
directly. You can choose to create either a container vs VM.

Container vs VM

A virtual machine can load any operating system you want inside the VM with its kernel instance and provides the best
isolation for running a server for resources. Containers share the kernel instance with the physical server Linux instance.

So the container operating system is shared with the host. Both have the hardware abstracted using virtualization
technologies. The user does not know they are accessing virtual machines or containers when accessing resources.

Overhead

The overhead of running multiple virtual machines is much more than the overhead of running multiple containers. If users
need access to a desktop or desktop resources, virtual machines are needed for this purpose. The speed to provision
containers is faster, and the effort involved is generally less involved.

Persistence

Virtual machines are generally considered persistent and have to maintain lifecycle management, etc. Whereas containers
offer the ability to have ephemeral resources. The time to boot a container is minimal.

You will see the choice in the menu for Create VM or Create CT on the host system. Again the main difference is you are
creating a full virtual machine or an LXC container.
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Backups

In terms of backups, you can backup both containers vs VM in Proxmox VE. This is a great option since many solutions
allow backing up virtual machines but do not support containers.

Creating new Proxmox containers

Let’s look at the configuration steps to create Proxmox containers and see what configuration is involved. Incidentally, the
screens for creating a virtual machine are basically the same. so, we will look at the containers screens since these are
probably the least familiar Again, with containers, we are using a virtualization option that shares the same kernel instance
with the Proxmox host.

When you choose the New CT option, you will begin the Create: LXC Container wizard. Below you will see the first
screen has you define:

Node

CTID
Hostname
Privileges
Nesting
Resource Pool
Password

SSH public key
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General Tab

This screen helps establish the basics of connectivity, authentication, and a few other data configurations for the container
instance.

General Template |Disks |CPU| | Memory | Network | DNS | Confirm

Node: Proxmox b Resource Poal:

CTID: 105 . Password:

Hostname: Confirm

d:
Unprivileged = passior
container: S5H public key:

Nesting: = Load SSH Key File

Advanced i

Choosing your container template

On the next screen, you choose the Proxmox containers template that will be used for spinning up the LXC container. As
you can see below, | have pulled down an Ubuntu 22.04 container image to spin up a new system.



General Template |Disks CPU | Memory | Metwork | DNS | Confirm

Storage: local

Template: |

Name Size

ubuntu-22 04-standard 22 04-1 amd64 tarzst 12582 MB

Advanced i Back

Choosing storage

Next, we select the disk storage needed for the LXC container. Below, | have selected the storage for the container file
storage using the Proxmox tool.



General Template Disks CPU  Memory HNebwork DHNS  Confirm

rootfs Storage: zfs-nvme01 v
Disk size (GiB): 8 El

Advanced i Back

Configuring the CPU settings

Next, we select the CPU resources, needed for the container. We can select the core value needed for the new container.



General Template Disks CPU Memory [letwork DS Confirm

Cores: 1 .

Advanced il | Back

Configuring memory

We need to assign the memory value for the new container in Proxmox.



General Template Disks CPU Memory Network DS Confiom

Memory (MiB) 512 E
Swap (MiB): 512 .

Advanced Jlif | Back

Network configuration

Now, we create network resources for the new LXC container running in Proxmox. The Proxmox containers can have all of
the normal virtual machines configuration we are used to, such as assigning a VLAN tag, IP address configuration, such as
static or DHCP and others as you would any other computer system running on Proxmox VE.
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General Template Disks CPU Memory Network DNS  Confion

Name: eth( IPv4: € Static @ DHCP
MAC address: IPv4/CIDR:

Bridge: bt Gateway (IPv4):

VLAN Tag: . IPvG: ) Static @ DHCP @ SLAAC
Rate limit (MB/s): El

Firewall: ] Gateway (IPvE):

IPvE/CIDR:

Advanced i Back

DNS configuration

Going along with the network configuration on the next screen we have the DNS configuration.



General Template Disks CPU Memory Network DNS  Confirm

DMNS domain:

DMNS servers:

Advanced ll | Back

Confirming the creation of the new LXC container

Finally, we get to the point of finishing out the Proxmox VE configuration. Here we can review the



General Template Disks CPU Memory Network

Key | Value

cores 1

features nesting=1

hostname testcontainer

memory 512

netd name=eth0,bridge=vmbr{ firewall=1
nodename proXmox

ostemplate local:vztmplfubuntu-22 04-standard 22 04-1 amd64 tarzst
pool

rooftfs zfs-mvmel1:8

swap 512

unprivileged 1

vmid 105

W Start after created

Advanced H

Accessing the console of the container for command line access

Below, you can easily access the container’s command line from the Proxmox VE web interface.
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Converting virtual machines and containers to templates

In Proxmox VE, you can convert both virtual machines and containers to templates. Templates are a way to easily save a
copy with the configuration included for a virtual machine or a container so these can be quickly spun up from the template.

You can have Windows, Linux, and other operating systems converted to template and easily spin these up for quick
deployment from a common mount point.

Proxmox container vs VM FAQs

What are Proxmox containers? Proxmox containers are LXC containers that are very similar to virtual machines in terms of
features and behaviors. These are heavier containers generally speaking than Docker containers. Docker containers focus
on applications, whereas LXC containers focus on Linux distributions.

What are Promox containers vs VM? Containers vs VM in Proxmox VE provides very robust and diverse capabilities that
allow solving many different challenges from a technical and business perspective.

What is the different between Docker vs. LXC containers? Docker is focused on applications and LXC containers are
focused on distributions and more VM-specific functionality.

Wrapping Up

Promox has a wide range of features. When looking at Proxmox container vs VM functionality, it covers it all. Using LXC
containers you can quickly spin up environments. Virtual Machines allow spinning up isolated environments with their own
kernel instance for the most isolation. However, containers are still a secure way to run applications and spin up
environments for users to access applications and resources.



Proxmox Containers with Fedora CoreOS Install
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Proxmox

Proxmox containers with fedora coreos

| recently looked at the installation of Fedora CoreOS on VMware. In the home lab, many are running Proxmox and maybe
more coming up will be switching from VMware over the course of 2024. Let’s take a look at the topic of running Proxmox

Containers with Fedora CoreOS setup.

Table of contents

Proxmox and Fedora CoreOS

o Fedora CoreOS

o Proxmox
Fedora CoreQOS install on Proxmox
1. Clone the community repo

3 Run the included shell script
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¢ 5. Clone the template VM to a new Fedora CoreQOS virtual machine
« Wrapping_up Proxmox containers Fedora CoreQS install

Proxmox and Fedora CoreOS

Combining an excellent hypervisor for virtualization and an operating system platform that is purpose-built for
containerization and Kubernetes, is a great combination. We can do this by running Fedora CoreOS distribution on top
of Proxmox VE with KVM for the purpose of running containers.

Fedora CoreOS

While you can run LXC container (Linux containers) configurations and container template machines inside of Proxmox
natively, many developers and DevOps guys need access to Docker containers. In the home lab, most solutions you want
to self-host are readily available as Docker containers also without running full virtual machine instances with full operating
systems. So, running Docker is a great way to have access to these solutions.

Fedora CoreOS has as its focus, containerized infrastructure. If you look at the documentation, It offers an
automatically updating, minimal, container-centric operating system that natively runs Docker, Podman, and can run
Kubernetes as well also, with good support across the board. It is also immutable which means it has security
enhancements for customers running it for their container cluster.

So if you are looking for a clean, secure, and immutable OS to run your containers on top of Proxmox, CoreOS is a great
solution!

Proxmox

Running it on top of Proxmox has other benefits such as the ability to run Proxmox Backup Server solution to backup the
host virtual machines. It has powerful networking and monitoring. Businesses can even choose to have enterprise support
and home labbers can become a member of the Proxmox support forum (for search forums threads, requests, and share
things with others in the home forums such as issues and troubleshooting) and access to other Proxmox solutions, like
Proxmox Mail Gateway.

Fedora CoreOS install on Proxmox

Let’s look at the Fedora CoreOS installation on Proxmox VE and see what steps are involved. There is actually a really
great community project that will allow getting up and running with Fedora CoreOS on Proxmox. We will take a look at this
below. In addition, Fedora CoreOS can be installed on bare metal using a live ISO installation as well as OVA appliance for
VMware.

Note the steps we will cover:

1. Clone the community repo

2. Enable snippets on a Proxmox VE storage repository

3. Run the included shell script

4. Configure cloud-init options for the created template

5. Clone the template VM to a new Fedora CoreQS virtual machine

1. Clone the community repo

Before creating containers with Fedora CoreOS, ensure your Proxmox VE setup is ready. This involves checking available
disk space, configuring network settings, and making sure your Promox host is up-to-date. If you can navigate to the
Proxmox web interface to manage containers (view Proxmox container toolkit settings) and virtual machines you should be
good to go.

We need to clone the repository that contains the community script for deploying the Fedora CoreOS installation. You can
clone the following repository:

« https://github.com/GECO-IT/fedora-coreos-proxmox.git

| did this directly from my Proxmox VE host. Just install the git tools if you haven't already: apt install git -y
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You will see the fedora-coreos-proxmox folder. If you cd inside the folder, you will see a vmsetup.sh wrapper script that
is the script we will run on the Proxmox VE server. The fedora-coreos-<version>.yaml serves as the ignition file for
CoreOS. The Ignition file configures all the required settings..

£ 10.1.149.58 - PuTTY — O X

root@pmox@l:~# git clone https:// com/GECO-IT/fedora-coreos-proxmox.git
Cloning into "fedora-coreos-proxmox’...

remote: Enumerating objects done.

remote: cts: (31/31), done.

remote: r jects: 1 ' done.
remote: (de ), r 1 (delta 13), pack-reused @
' 86 KiB 784.80 KiB/s, done.

Resolvin
root@pmo
bd.qcow?.xz fedora-coreos-proxmox
reos -proxmox
i~ffedora-coreos-proxmox# ls
screenshot  wmsetup.sh

Cloning the repo down from the community to install fedora coreos in proxmox

2. Enable snippets on a Proxmox VE storage repository

Next, following the instructions on the GitHub repo, we need to enable snippets on a local storage repository. It defaults to
the local default storage in Proxmox. However, you can edit the vmsetup.sh script to point to a different storage location
for both the snippet storage and template storage which is also needed.

You will see the lines | have changed below in the top part of the script. | have changed

the TEMPLATE_VMSTORAGE and SNIPPET_STORAGE to the locations | wanted. Also, the vmsetup.sh script was quite
a bit behind on the Fedora CoreOS version it was looking to deploy. So, | updated that to the latest at the time of writing in
the file below.
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#! /bin/bash

#set -x # debug mode

# force english
export LANG=C
export LC _ALL=C

# template wm vars
TEMPLATE_VMID="588"

TEMPLATE VMSTORAGE="CephPool@1"
SNIPPET_STORAGE="cephfs"
VMDISK _OPTIONS=",discard=on”

TEMPLATE _IGNITION="fcos-base-tmplt.yaml”

# fcos version

STREAMS=stable

VERSION=39.208248112.3.8

PLATEFORM=gemu
BASEURL=https://builds.coreos.fedoraproject.org

Changing the template and snippet storage in the shell script

Make a connection in a browser to the URL of your Proxmox web UlIf you want to go with the default local location, or any
other location, navigate to Datacenter > Storage > “your storage” in the menu navigation, then click EDIT.

Add Snippets to the Content dropdown. Then click OK. You can also create a new folder and enable it with the snippets
content type if you want something specific set aside for this use case. Just create a new folder, enter a description if you
like, and make changes to the vmsetup.sh file.
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Enabling snippets on the local storage repository

3. Run the included shell script

Now that we have the snippets enabled on the storage of our choice, we can run the vmsetup.sh script included in the

cloned repo.

It will automatically download the Fedora CoreOS image in the QEMU QCOW format needed. The Fedora CoreOS
container templates in Proxmox streamline the deployment process. The Fedora CoreOS template allows for new
container creations and uses the configuration files for settings specific to Fedora CoreOS to ensure smooth operation

within the Proxmox environment.
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root@pmox@l:~/fedora-co

Check if wm stor cephfs ex
Check if snippet storage cephfs exi
Copy hook-script and ignition con
"fcos-base-tmplt.yaml® ->
"hook-fcos.sh® -»

Get storage "cephfs”

Download fedora

248112.3.8-gemu.

Running the vmsetup.sh script

The process should complete with the message at the bottom: Convert VM 900 in proxmox vm template.
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update VM 988: -scsi@ CephPool@l:vm-9g€-disk-8,discard=on -scsihw virtio-scsi-pc
i

update VM 988: -hookscript cephfs @nippets/hook-fcos.sh

Conver B in proxmox vm template... [done]
root@pmox@l:~/fedora-coreos-proxmox#

The vm is converted to a template

If you hop over to the Proxmox web interface, you will see the new virtual machine template.
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4. Configure the cloud-init settings for the created template

Click the VM and then look at the Cloud-Init settings. Here you will find settings you can customize for:

User

Password (passwd)
DNS domain

DNS servers

SSH public key
Upgrade packages

IP Config (defaults to the default Linux bridge)
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Configuring cloud init parameters for proxmox fedora coreos install

Below, | have configured custom settings for Cloud-Init.
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Entering custom cloud init parameters for fedora coreos in proxmox

5. Clone the template VM to a new Fedora CoreOS virtual machine

Now that we have the Cloud-Init settings configured, we can clone a new virtual machine from the new template.

Cloning a new VM called pmcos01 from the newly created template.

Clone VM Template 800 ()

[: x)

Target node: pmox01 Mode: Full Clone
WM ID: 103 Target Storage: | Same as source
MName: pmcos0i @

Resource Pool:

o oo

Cloning a new virtual machine for coreos installation

The clone task completes successfully. As you can see, the process to spin up quick Dev workloads for app development,
websites, working with source, etc, is easy.
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transferred 9.6 GiB of 10.0 Gif [96.43%:)
transferred 9.8 GiB of 10.0 GiB (97.50%)
transferred 9.9 GIiB of 10.0 GiB (98.529%:)
transferred 10.0 GiB of 10.0 GiB {99.53%)
transferred 10.0 GiB of 10.0 GiB {100.00%:)
transferred 10.0 GiB of 10.0 GiB {100.00%:)
TASK OK

The cloning task is successful for cloning a new proxmox fedora coreos installation

Now, we boot the new virtual machine and it boots. We can see the OS loading the config from the Ignition file.
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tivated successfully.
17.0423521 (ignill1291]1: ignition-mount.service: Referenced but unszet environ
ent variable evaluates to an empty string: IGHNITION_ARGS
17.047786]1 =systemd[1]: Stopped ignition-ostree-transzposzefsz-auvtozave-xf=.serv
Ignition O03Tree: fAutozave XFS5S Rootfs Partitionm.
17.051123]1 =systemd[1]1: ignition-ostree-growfsz.zervice: Deactivated successfu

17.055257]1 =systemd[1]: 3Stopped ignition-ostree-growfs.zervice - Ignition OST
Grow Root Filesystem.
17.058092]1 ignition[1291]1: Ignition £2.17.0

0599091 ignitionl1291]1: Stage: umount

0610841 systemdl[1]: ignition-ostree-wuid-root.service: Deactivated =ucces

0649061 ignition[12911: reading system config file "susr-slibrsignitionsbas

A s00-core. ign
17.0672701 ignition[12911: reading system config file "susr-slibrsignitionshas
.ds30-af terburn-sshkeys—-core. ign"”
17.0698351 ignition[12911: no config dir at "susrslibrsignitionsbase.platform
.dsgemn”
0718611 ignition[1291]1: umount: umount passed
LBO73098]1 ignitionl[1£91]1: Ignition finished successfully
0810061 systemdl[1]: Stopped ignition-ostree-uwuid-root.=zervice - Ignition
Regenerate Filesystem UUID (rootl.
0857911 systemd[1]1: ignition-mount.szervice: Deactivated successfully.

Booting the new fedora coreos installation in proxmox

After the machine fully boots and grabs an IP address, | log into the VM on the console, and | used the linuxadmin user |
had specified in the cloud-init settings.

Success! | can login with the new linuxadmin user, showing the VM has used our cloud-init settings.
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Fedora Core(3 39.202401172.3.0
Kernel 6.6.9-200.fc39.xB6_64 on an x86_64 (ttyl)

53H host key: SHAZ56:pl12XZ2231eTUNSE4dLz%gBRu- XU6Ka0D 1s05LUwIXkg (EDZ5519)
[55H host key: SHAZ56 :xeB8PhGPD{VoibfERZ(zrUxUNkAnUreHKOnunBwPx 7By (ECDSA)
[35H host key: SHAZ560 iuX+xJnCfcbAY IEBusef(JModW IXEYuZ519]1cB+Jftabc (R3A)
ensl18: 10.1.149.203 fed0::7207:2000:f181:6325

Ignition: ran on 2024-02-/12 20:38:27 UTC (this boot)

Ignition: wser-provided config was applied

pncos01 login: linuxadmin

Fedora Core0S 39.20240112.3.0
[zystemnd]
Failed Units:

geco—motd .service
[linuxadmin@pncos0l ~1§ _

Logging into the fedora coreos virtual machine

The Fedora CoreQS installation already has Docker preinstalled, so we can create containers, including system containers
and application containers immediately after cloning over new VMs. Now all we need to do is start spinning up our
containers.
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SWATr™ Manage Swarm

ommands :

attach fittach local standard input, output, and error streams to a rumming container
commit Create a new image from a container’s changes

cp Copy files-folders between a container and the local filesystem
create Create a new container

diff Inspect changes to files or directories on a container’s filesystem
events Get real time events from the server

export Export a container’s filesystem as a tar archive

history Show the history of an image

import Import the contents from a tarball to create a filesystem image
inspect Return low-level information on Docker objects

kill Kill one or more rumming containers

load Load an image from a tar archive or STDIN

log= Fetch the logs of a container

pause Pause all processes within one or more containers

port List port mappings or a specific mapping for the container

rename Rename a container

restart Restart one or more containers

rmn Remove one or more containers

rmi Remoue one or more images

save Save one or more images to a tar archive (streamed to STDOUT by default)
start Start one or more stopped containers

stats Display a live stream of container(s) resource usage statistics

stop Stop one or more rumming containers

tag Create a tag TARGET_IMAGE that refers to SOURCE_IMAGE

top Display the ruming processes of a container

unpause Unpause all processes within one or more containers

update Update configuration of one or more containers

wait Block until one or more containers stop, then print their exit codes

Global Optioms:
—config string Location of client config files (default “ruvar-honerscore..docker')
-c, —context string Name of the context to use to commect to the daemon (overrides DOCKER_HOST
context use')
——debug Enable debug mode
—--host list Daemon socket to commect to
. —log—level string Set the logging leuvel (Ydebug", "info", “warn", “error", "fatal™) (default
—tls Use TLS: implied by —tlsverify
——tlscacert string Trust certs signed only by this CA (default "ruar-home-corer.docker<ca.pen’

Fedora coreos comes out of the box ready to run docker containers

FAQs on Integrating Fedora CoreOS with Proxmox

How does Fedora CoreOS improve container security in Proxmox?

Fedora CoreOS applies SELinux and auto-updates to enhance security. It isolates containers effectively, using the host
kernel safely, ensuring a secure container environment within Proxmox.

Why choose Fedora CoreOS for Proxmox containers?

Fedora CoreOS’s minimal design and auto-update capabilities make it ideal for Proxmox, ensuring a lightweight, secure
base for containers. Its compatibility with container orchestration tools like Kubernetes simplifies management.

Can Docker containers be migrated to Fedora CoreOS on Proxmox?

Yes. Fedora CoreOS supports Docker, allowing for a smooth transition of Docker containers to your Proxmox setup,
maintaining flexibility across different container technologies.

What role do container templates play in deploying Fedora CoreOS on Proxmox?

Proxmox’s container templates provide ready-to-use Fedora CoreOS images, simplifying setup. They enable quick
deployment, ensuring containers are configured with the necessary settings from the start.


https://www.virtualizationhowto.com/wp-content/uploads/2024/02/Fedora-CoreOS-comes-out-of-the-box-ready-to-run-Docker-containers.png
https://www.virtualizationhowto.com/wp-content/uploads/2024/02/Fedora-CoreOS-comes-out-of-the-box-ready-to-run-Docker-containers.png

What are LXC containers in Proxmox?

LXC containers are a Linux container instance that provide a very “full operating system-like” experience” without the need
to run a full virtual machine for running other operating systems.

Managing Fedora CoreOS container storage and network in Proxmox?

Proxmox allows for easy storage and network adjustments via its web interface or CLI. For Fedora CoreOS containers,
settings can be tailored during setup or altered later to meet changing demands.

Ensuring smooth Fedora CoreOS updates in Proxmox?

Keep Fedora CoreOS templates updated and watch for new releases. Automatic updates in Fedora CoreOS help keep
your system secure with minimal manual effort.

Is Fedora CoreOS as efficient as other Linux distros on Proxmox?

Yes, Fedora CoreOS is designed for containers, making it equally or more efficient than traditional Linux distributions in
Proxmox environments by optimizing resource use.

Fedora CoreOS backup and recovery strategies in Proxmox?

Leverage Proxmox’s backup tools or integrate third-party solutions to secure Fedora CoreOS containers, ensuring data
protection and quick recovery in case of data loss.

Limitations of using Fedora CoreOS for application containers?

Specific application needs might highlight Fedora CoreQOS limitations and require troubleshooting, such as software
compatibility or resource requirements. Evaluating these aspects early helps tailor the Proxmox environment to your
needs.

Wrapping up Proxmox containers Fedora CoreOS install

There are many advantages of using Fedora CoreOS with Proxmox for managing containers and virtual machines.
Proxmox is gaining popularity in the home lab and even the business realm. Especially with the recent Broadcom shakeup
with the VMware product portfolio, | think many others will be switching over to Proxmox and other options if they are
currently running VMware. Fedora CoreOS provides the resources needed to go all in on an operating system set for
container mode, giving dev and DevOps users what they need for development and a platform for running containers
across the board. You don’t have to have a subscription for either and you can freely use many of the forum, wiki, and
support thread resources out there. Let me know in the comments what you think about Fedora CoreOS and also be sure
to sign up for the forums.
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Proxmox Helper Scripts you can use

March 10, 2023
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Proxmox is an open-source virtualization platform that allows users to create and manage virtual machines and containers.
One of the benefits of Proxmox is its ability to automate tasks using helper scripts. Helper scripts are small programs that
automate routine tasks, such as backups and migrations, and make managing it much easier.
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This blog post will discuss Proxmox scripts, how they work, and some examples of Proxmox helper scripts you can use to
automate tasks in your environment.

Table of contents

o What are Scripts?
» How do Scripts work?
« Examples of Scripts
o Backup script
o Migration Script
o Firewall Script
» Benefits of Scripts
o Scripts FAQs

What are Scripts?

Scripts are small programs that automate tasks in an environment. These scripts can be written in various programming
languages, including Bash, Python, and Perl. Helper scripts can perform various automation tasks, such as creating
backups, migrating virtual machines, and managing network configurations.
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Helper scripts are typically run from the command line and can be run manually or scheduled to run automatically at
specific times. Helper scripts can also be integrated with other tools like monitoring software to provide additional
functionality.

How do Scripts work?

Proxmox scripts work by interacting with the API. The APl is a RESTful API that allows users to interact with the Proxmox
environment programmatically. Helper scripts can use the API to perform various tasks, such as creating virtual machines,
modifying network configurations, and managing backups.


https://proxmox.com/

Helper scripts can be run from the host or another machine on the network and allows admins to do this with due diligence.
When a helper script is run, it typically prompts the user for input, such as the virtual machine’s name to be created or the
backup file name. Once the necessary information is provided, the script interacts with the API to perform the desired task.

Examples of Scripts

There are many great scripts from third-party sites that are easy to find. Sourcing scripts from blogs, videos, and other
resources is a great way to find scripts useful for VM or LXC management in your Proxmox environment. However, there
are many other types of useful Proxmox scripts, including the following without the need to install any components or have
any other prerequisites installed:

Backup script

One of the most common tasks that users perform in a Proxmox environment is creating backups of virtual machines. The
Backup Script automates this task by creating backups of selected virtual machines and storing them in a specified
location.

The script prompts the user for the name of the virtual machine to be backed up and the location where the backup should
be stored. Once the necessary information is provided, the script uses the API to create a backup of the specified virtual
machine and store it in the specified location.

Note the following code examples. Please note that these scripts are just examples and may need modification to work in
your specific environment without error when loading. Additionally, it is important to always test scripts in a non-production
environment before running them in a production environment.

Backup Script:
#!/bin/bash

read -p "Enter the name of the virtual machine to be backed up:
read -p "Enter the backup file name: " backup_file

vm_name

# Backup the specified virtual machine to the specified backup file
gm backup $vm_name $backup_file

You can then restore from the backup file.



Migration Script

Another common task in an environment is migrating virtual machines from one host to another. The Proxmox Migration
Script automates this task by migrating selected virtual machines from one Proxmox host to another.

The script prompts the user for the name of the virtual machine to be migrated and the name of the target host. Once the
necessary information is provided, the script uses the API to migrate the specified virtual machine to the specified target
host.

Migration Script:

#!/bin/bash
read -p "Enter the name of the virtual machine to be migrated: " vm_name
read -p "Enter the name of the target host: " target_host

# Migrate the specified virtual machine to the specified target host
gm migrate $vm_name $target_host

Firewall Script

Proxmox Firewall Script is a script that automates the configuration of the firewall rules efficiently in an environment. The
script prompts the user for the IP address and port number to be blocked or allowed. Once the information is provided, the
script uses the Proxmox API to configure the firewall rules accordingly.

Firewall Script:

#!/bin/bash

read -p "Enter the IP address to be blocked/allowed: " ip_address
read -p "Enter the port number to be blocked/allowed: " port_number
read -p "Enter 'block' to block the IP address/port combination or 'allow' to allow it:

action

if [ $action == "block" ]; then

# Block the specified IP address and port number

pvesh set /cluster/firewall/iptables -ipfilter
"in,${ip_address},tcp,dport=${port_number}, j=DROP"

echo "IP address ${ip_address} blocked on port ${port_number}"
elif [ $action == "allow" ]; then

# Allow the specified IP address and port number

pvesh set /cluster/firewall/iptables -ipfilter
"in,${ip_address},tcp,dport=${port_number}, j=ACCEPT"

echo "IP address ${ip_address} allowed on port ${port number}"
else

echo "Invalid action specified. Please enter 'block' or 'allow'."
fi

Benefits of Scripts

Script automation is a powerful tool that automates routine tasks in a Proxmox environment. These scripts can be written in
various programming languages, and they interact with the Proxmox API to perform tasks such as creating backups,
migrating virtual machines, and managing network configurations.

Users can save time and streamline their workflows by using helper scripts. With the examples in this blog post, you can
create helper scripts to automate tasks in your Proxmox environment. You can create custom scripts that meet your
specific needs with some programming knowledge.



PS C:\Users\Administrator> get-pvenodeshosts

! cmdlet Get-PveNodesHosts at command pipeline position 1
| Supply values for the following parameters:
Node: proxmox

A{data=}
288

True
/nodes/proxmox/hosts

Get
json

Additionally, many online resources provide pre-built scripts that you can use to automate tasks. Proxmox provides a
GitHub repository containing a collection of useful helper scripts you can use as a starting point for your own scripts.
Additionally, there are many online communities, such as the forum, where users share their scripts and offer support to
others.

Scripts FAQs

Why are helper scripts important? Scripts are a great way to introduce automation into your environment. Using
scripting and automated tasks helps to make operations much more streamlined, effective, and repeatable.

What technologies can you use for Scripts? You can use built-in Bash scripting for automation, Ansible configuration
management, or even PowerShell works well for automated environments.
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5 CryUsers&dministrator> get-pvewn | where |

Why use Proxmox in your environment? It is a great hypervisor with many features and capabilities for running home
labs or production workloads.

Wrapping up

Proxmox helper scripts are essential for managing and automating tasks in an environment. By leveraging the power of the
API, users can create custom scripts that automate routine tasks and save time.

Whether you are a seasoned user or a newcomer to virtualization, learning how to use helper scripts can help you
streamline your workflow and get the most out of your Proxmox environment.



Proxmox scripts PowerShell Ansible and Terraform
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Proxmox is growing more and more popular, especially for home lab enthusiasts and those looking to spin up labs based
on totally free and open-source software. Proxmox has a great API that allows throwing automation tasks at the solution
and creating Proxmox helper scripts for automating your Proxmox environment.

Why scripting and automation are important

For many reasons, scripting and automation are essential in today’s infrastructure environments. IT admins and DevOps
engineers must move quickly and provision, configure, and interact with infrastructure effectively and efficiently. This
certainly involves automation.
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Scripting and automation improve your effectiveness as an administrator and virtualization engineer. If you accept the
challenge of learning scripting, it will pay off dividends.

Infrastructure as code

Due to the massive shift to cloud-based technologies, today’s infrastructure services is driven by infrastructure as code. It
allows admins to commit code to a code repository location, version of that code, and other resources it manages.

Scripting automation tasks

This infrastructure-as-code approach includes creating VM environments and Docker containers as code. LXC containers
can also easily be provisioned in Proxmox VE environments. Using simple and easy script-based approaches, admins can,
with due diligence, create scripts to manage the environment.


https://www.virtualizationhowto.com/2023/01/best-docker-containers-for-synology-nas/

General (OS5 |Sysiem| Disks| CPU | Memory |Nebwork = Confirm

Node: proxmox i Resource Pool:

VM ID: 102 E

Name:

Don’t reinvent the wheel

Also, there have been so many great scripts and code is already written admins don’t have to reinvent the wheel. Sourcing
scripts from free and open-source sites is easy to do, along with other learning tools like YouTube, blog posts, and other
third-party sites etc. You can tap into many great learning resources and support forums.


https://www.virtualizationhowto.com/youtube/

General | Template | Disks | CPU  Memory | MNebwortk | DNS | Confirm

Node: Proxmox i Resource Pool:
CTID: 102 . Password:

Hostname: Confirm

L. password:
Unprivileged ]

container: S5SH public key:

Nesting: ] Load SSH Key File

Advanced i

Running into error messages along the way is part of the learning process. However, the effort will outweigh the challenges
with massive time and effort savings that automation provides.

Proxmox automated REST API interface

The Proxmox VE solution uses an interface known as RESTful API. The API uses the HTTPS protocol and the server
listens to port 8006. So the base URL for that APl is: https://your.server:8006/api2/json/

Proxmox VE uses a ticket or token-based authentication. All requests to the API need to include a ticket inside a Cookie
(header) or send an API token through the Authorization header.

Proxmox PowerShell scripts

I have found many great repositories working with Proxmox scripts to allow changing settings, install updates, backup your
configuration, and loading configurations to give you an idea of what is possible. Check out this Proxmox PowerShell
repository, which provides a VMware PowerCLI approach to managing Proxmox with Proxmox helper scripts.

PowerShell Gallery | Corsinvest.ProxmoxVE.Api 7.3.0

This is a great way to create scripts with Proxmox and PowerShell.
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Connecting to Proxmox with the PowerShell module

Below, we are getting Proxmox VMs using the get-pvevm cmdlet.

A Administrator: PowearShell X

PS C:\Users\zerouser> get-pvevm

4
B

proxmox
BU424509448
]

gemu,/ 160
188

B2

gemu

B

stopped
4294967296

Getting Proxmox virtual machines using PowerShell

Proxmox Ansible and Terraform scripts

Proxmox is easy to work with using Ansible and Terraform and also allows great scripting capabilities and functionality.
Check out these repositories:

community.general.proxmox module — Management of instances in Proxmox VE cluster — Ansible Documentation



https://docs.ansible.com/ansible/latest/collections/community/general/proxmox_module.html
https://registry.terraform.io/providers/Telmate/proxmox/latest/docs

Proxmox helper scripts

Proxmox Helper Scripts | Proxmox Scripts For Home Automation (tteck.github.io)

Wrapping up

Hopefully, this quick guide to Proxmox scripts with PowerShell, Ansible, and Terraform shows there are many great ways to
automate Proxmox and create infrastructure as code in your Proxmox VE environment. With the RESTful API driven
automation provided by Proxmox, you can create quick and easy infrastructure as code.
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Proxmox backup server ultimate guide

Backups are essential to running Proxmox VE in the home lab or production to avoid data loss. Proxmox Backup Server is
a free solution to back up and recover Proxmox VE VMs and containers.

Table of contents

What is Proxmox Backup Server?
o Proxmox Backup Server features
Proxmox Backup Server installation step-by-step instructions
Logging_into the Proxmox Backup client interface
Adding_a datastore for storing_backups
Add the Proxmox Backup Server instance to your Proxmox VE server
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o Granular file restore
¢ Frequently Asked Questions
* Proxmox Backup Server as a Comprehensive Solution for Backup and Restore

What is Proxmox Backup Server?

Proxmox Backup Server (PBS) is a free solution based on the Debian operating system from Proxmox for backing up
Proxmox VE virtual machines and container instances. It provides secure Proxmox Backup Server storage and data
management features. Using PBS helps protect your critical data from accidental deletion, corruption, ransomware, or
other unforeseen events.

Since many commercial enterprise backup solution products don'’t protect Proxmoyx, it is great to see that Proxmox has a
backup server to protect your Proxmox VE virtual machine workloads. Also, you can run it on your own hardware and
select your hardware based on your own resource usage. So, the specific CPU, memory, disk, and hardware platform you
choose may vary according to your strategy and needs.

Proxmox Backup Server features

Note the following features:

« Efficient Data Backup and Recovery: It provides reliable and quick backup and restoration of virtual machines,
containers, and physical hosts. PBS also features Incremental backups. With incremental backups, only the
changes changes made since the last backup are stored.

« Incremental Backup Support: Only backs up data that has changed since the last backup, to reduce backup time

and storage requirements.

Data Deduplication: Reduces the storage space required for backups by only storing unique data blocks.

Data Backup Encryption: uses encryption during transfer and at rest.

Web user Interface: Using a web browser, you can manage backups, restore data, and configure settings.

Compression Options: Supports data compression to further reduce the storage space needed for backups.

Snapshot Functionality: Allows for creating snapshots of data, enabling point-in-time recoveries.

ZFS Support: Integrates with ZFS (Zettabyte File System) for efficient storage management and high data integrity.

Flexible Storage Options: Supports various storage backends, including local directories, NFS targets, and

SMB/CIFS.

* Replication: You can replicate your backup data to remote sites. This helps to create a 3-2-1 disaster recovery
model.

» Role-Based Access Control: Allows granular control over user access and permissions.

« Backup Scheduling: Automates the backup process through customizable scheduling.

« Email Notification System: Sends automated email notifications regarding backup jobs and system status.

« API for Automation: Provides a REST API for easy integration with other systems and automation of backup tasks.

« Support for Multiple Clients: Compatible with various clients, including Proxmox VE, Linux, and others.

Backup Retention Policies: Customizable retention policies to maintain a balance between storage space and
backup availability.

Bandwidth Throttling: Manages network load by controlling the bandwidth used for backup operations.

Plugin System for Extensibility: Supports plugins for extending functionality and integrating with other systems.
Backup Verification: Includes features to verify the integrity of backups, ensuring recoverability.

Proxmox VE Integration: Seamlessly integrates with Proxmox Virtual Environment for centralized management of
virtualized infrastructure and backups.

Proxmox Backup Server installation step-by-step instructions

Like installing Proxmox VE virtualization server, installing PBS is extremely easy and looks very much like installing
Proxmox VE. Let’s install PBS and configure backups of Proxmox virtual machines.

First, you will need to download the PBS release ISO image from Proxmox here: Proxmox Backup Server.

Once you have the |SO file, “burn” the software to a USB flash drive or upload it to your Proxmox VE host if you are
hosting your backup server as a virtual machine.

Below is a screenshot of the Proxmox Backup Server virtual machines booting from the ISO installation.
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Running the PBS installer

Accept the end user license agreement (EULA).



https://www.virtualizationhowto.com/wp-content/uploads/2023/12/Running-the-Proxmox-Backup-Server-installer.png
https://www.virtualizationhowto.com/wp-content/uploads/2023/12/Running-the-Proxmox-Backup-Server-installer.png

Proxmox Backup Se

END USER LICENSE AGREEMENT (EULA)

FRER QCRASE AL RE AT (FLA) R0 PROaROH RACKLE SEAVTA

prram sciup Server sofSwam yoai spres thel pou sooept B
Therui A e LR kIl 2

Thed ELILE cée

- ] = S W
Al PudPeCRE W Froe mad

1 Lirrsbatsan of Ligkiry T e mEsmum gamsnt pemiess

PBS eula

Select the installation drive.
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PBS disk configuration

Set your country, time zone, and keyboard layout language.
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Location timezone and keyboard layout

Create an administrative password and email address.


https://www.virtualizationhowto.com/wp-content/uploads/2023/12/Location-timezone-and-keyboard-layout.png
https://www.virtualizationhowto.com/wp-content/uploads/2023/12/Location-timezone-and-keyboard-layout.png

X PROXMOX  Proxmox Backup Server

Administration Password and Email Address

Proxmiox Backup Server i a lul-featured, #  Paspsword: Pleate use & sbrong password

gty secure sysbem, based on Detian It sheould be ot beast B chasacters lang, and

GMUNLinu contain & combination of lethers, numbaers,
are symbois

I this step, pleass provide the ol password
#  Emaill; Cnter a valld emall addiess. Your
Proxmox Backup Server will sead imiportant
alert notfcabons bo this emaill acoound (al
emalls For ‘roof’}

To comtinuse 1R installalior, press bhe Mext
Eafiton

[aritdrewi gl nyp 8

Setting the password and email address

Enter the FQDN and IP address configuration.
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Summary screen for the installation process with PBS

Below is a screenshot of the Proxmox Backup Server running on Proxmox VE.
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Running the proxmox backup server on proxmox ve

Booting the Proxmox Backup Server after installation.
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Booting the proxmox backup server after installation

After the Proxmox Backup Server boots, you will see the default text splash screen directing you to open a browser to start

managing_the server. Note the port 8007, which is different from the Proxmox VE port 8006 for accessing the GUI. This is
the command line interface (CLI) from the console.
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Welcome to the Proxmox Backup Server.
configure this serwver

https://16.3.33.236:8607/

pbsel login: _

Proxmox backup server login

Logging into the Proxmox Backup client interface

Next, let's navigate to the web Ul and log in to the web Ul for the Proxmox Backup Server.

Proxmox Backup Server Login

User name: roof
Password: P r———
Realm: Linux PAM standard authentication

Language: Default (English)

Save User name:

Pbs web interface login

Below, we see the overview of the PBS tool.
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Logged into PBS seeing the dashboard

Adding a datastore for storing backups

Next, let's add a datastore for storing Proxmox backups. After logging into the Proxmox Backup Server, click the Add
Datastore option under Datastore.


https://www.virtualizationhowto.com/wp-content/uploads/2023/12/Logged-into-Proxmox-Backup-Server-seeing-the-dashboard.png
https://www.virtualizationhowto.com/wp-content/uploads/2023/12/Logged-into-Proxmox-Backup-Server-seeing-the-dashboard.png

: RRDOXMO X bacep Server 3.1-7
i Dashooad
[ Mecles
Of Confarator o ey

S TRT 5 il

e R aade

iy Embsipnas erasdory oraised ﬂ Ernamrim sppoadinry faosdd§ vahs subeoripbon »

Lo Rastaon

Beginning the process to add a datastore to the PBS

This will launch the Add Datastore dialog box. Name the new datastore and then enter the backing path. You don’t have
to create the backing path location as the process will do this for you. Click Add. This will add the backup storage location
to local storage on your Proxmox Backup Server.
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Naming the datastore and setting the path

Now, we see the datastore displaying in our Proxmox Backup Server.
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Viewing the datastore in PBS

Add the Proxmox Backup Server instance to your Proxmox VE server

On our Proxmox VE host, the Proxmox Backup Server is viewed as Storage. So, we first need to add it as storage to our
Proxmox VE host.

Navigate to Datacenter > Storage > Add > Proxmox Backup Server.
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Adding PBS storage to your proxmox ve instance

This will launch the Add: Proxmox Backup Server dialog box. Here we enter the following information:

e ID

e Server

+ Username
+ Password

¢ Datastore

» Fingerprint

You may wonder where we get the fingerprint.
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pbs01 Nodes:
Server: 10.1.149.155 Enable:

Lisername: rooti@pam Content: backup

Password: Datastore: Backups

Namespace:

Fingerprint:

@ Help

Add the PBS certificate thumbprint

Navigate back to your Proxmox Backup Server and click on the Dashboard > Show Fingerprint button.
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Show fingerprint on PBS

Here, we can copy the fingerprint.
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Copy the fingerprint of the PBS server

Now, we can paste in the fingerprint.
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Thumbprint added and ready to save to connect to pbs

After adding the fingerprint and clicking the Add button, we see the Proxmox Backup Server listed.
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Proxmox backup server storage added successfully
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Creating a backup job

Now that we have the Proxmox Backup Server added as storage to our Proxmox VE host, let’s create a backup job.

You might think we would do this from the Proxmox Backup Server side. However, we create the Proxmox backup job from
the Proxmox VE host. Proxmox Backup Server offers advanced features like snapshot mode and customizable backup
retention policies.

Navigate to Datacenter > Backup > Add.
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Beginning to add a new proxmox backup job

On the general tab, we can set all the main backup option selection for our Proxmox backup job. This includes:

» Source nodes from which to backup

» Storage that we want to target for the backup

» Schedule when your backup job will runReading the previous sentence, it becomes evident that determining the
storage and backup schedule are crucial aspects when setting up a Proxmox backup server.

Selection mode (which VMs)

Notification mode

Send email options

Send email to for configuring an email address

Backup mode — snapshot, suspend, stop


https://www.virtualizationhowto.com/2023/12/best-dns-server-you-can-self-host-in-2023/
https://www.virtualizationhowto.com/wp-content/uploads/2023/12/Beginning-to-add-a-new-Proxmox-Backup-job.png
https://www.virtualizationhowto.com/wp-content/uploads/2023/12/Beginning-to-add-a-new-Proxmox-Backup-job.png

General Retention  Nole Template

MNoda:

Storage:

Scheduls:

Selection mode:

pba01
21:00
Include selected ViMs

Status

rUNning

running

Matification

S Default (Auto)

Send email: Always

Send email to:

Snapshot

MName Type

pmoxbackupii Virtual Machine
ubuntu2204 Virtual Machine

The general tab on the create backup job box

On the retention screen, you can configure all things retention and archive related, including:

Keep all backups
Keep last

Keep daily

Keep monthly
Keep hourly
Keep yearly
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The retention tab on the new proxmox backup job box

You can also configure the Note template.

General  Retention  Note Template

Backup MNotes: {{guestnamel}}

The notes are added to each backup created by this job.
Possibie template vanables are: {{cluster}}, {{guestname}}, {{node}}, {{vmid}}

Advanced
The note template for the new proxmox backup job

After creating the backup job.
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The newly created backup job proxmox virtual machine

We can choose to run the backup job now:
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Choosing to run the new proxmox backup job now

Confirm you want to run the backup now.

Confirm

~ . Start the selected backup job now?

Confirm you want to run the new proxmox
backup job

You will also note, that you can navigate to the Proxmox VE host virtual machine and select Backup and you will have the
option to backup your VM from here. Make sure you choose your PBS storage location.
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Confirm your backup storage

After you run the backup, you can see the vzdump backups details for the VM by selecting your PBS storage location.
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Look at the backups on your remote PBS datastore

Restoring a Proxmox virtual machine from backup

After selecting your PBS backup location, you can select one of the restore points and select Restore
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Beginning the restore process for a proxmox virtual machine

You can select to start the VM and also perform a Live restore.
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Choosing to overwrite with a live restore and power on the vm

Confirm you want to restore the VM.
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Confirm you want to overwrite the vm

The task will progress and should finish successfully. The speed will depend on the network bandwidth you have between
your Proxmox VE host and your Proxmox Backup Server.
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The restore task completes successfully

Granular file restore

You can also click the File Restore button to restore individual files from the backups.
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Running a file restore for a proxmox virtual machine

Frequently Asked Questions

How does PBS ensure the security of my backups?

Proxmox Backup Server improves data security with features like backup encryption and secure data transfer protocols.
This means your backups are protected from unauthorized access and potential threats.

Can | use PBS for backing up physical servers as well as virtual environments?

Yes, it can handle backups for both virtual machines and physical hosts. However, it seems this functionality as
documented from Proxmox is more on the roadmap for better integration and functionality. It is mentioned you can use the
Proxmox Backup Server client to back up a physical host. Check the thread here: PBS: How to back up physical servers?

What are the advantages of using incremental backups in PBS?

These save time and storage space. By only backing up data that has changed since the last backup, the load on the
network and storage is reduced.

Is it possible to automate backup jobs with Proxmox Backup Server?

Proxmox Backup Server allows you to automate backup jobs through its scheduling feature. This automation ensures
regular backups without manual intervention, making backup management more efficient.

What storage options are available with Proxmox Backup Server?
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You can configure ZFS pools and RAID configurations for internal storage. You can also configure external storage
solutions like NFS and SMB/CIFS.
What can you do with the web interface in managing Proxmox Backup Server?

In the web interface, you can configure backups, settings, and restore data. In the interface you can configure network
traffic settings, user access, and 2FA.

How does Proxmox Backup Server handle network load during backup operations?

It includes features for managing network load, such as bandwidth throttling. This ensures that backup operations do not
overwhelm the network, maintaining optimal performance.

What are the best practices for configuring user permissions in Proxmox Backup Server?

Configuring user permissions involves assigning roles and access rights based on user responsibilities and requirements.
This ensures that users have appropriate access to backup functions while maintaining data security.

How does Proxmox Backup Server perform quick data restoration?

With features like the file restore button and snapshot mode, it enables quick and efficient data restoration. These
capabilities are crucial for minimizing downtime in case of data loss.

Proxmox Backup Server as a Comprehensive Solution for Backup and
Restore

Proxmox Backup Server is a solution that provides Proxmox administrators what they need to protect critical data. It is also
great for those with home lab environments to protect VMs and containers they don’t want to lose or configurations that are
hard to reproduce. As shown, the solution is not hard to install. It is easy to set up backup jobs, and you can quickly restore
your backups in the Proxmox VE environment.


https://www.virtualizationhowto.com/2023/11/home-lab-update-late-2023-new-switches-mini-pcs-upgraded-lighting-and-more/

Proxmox SDN Configuration Step-by-Step

March 20, 2024
Proxmox

Proxmox sdn configuration

With the release of Proxmox 8.1, Proxmox introduced new networking features in the way of Proxmox SDN, or “software
defined networking” that is fully integrated out of the box for use in the datacenter. Thanks to virtualization infrastructure,
Software defined networking allows taking networking into software without having the need for physical network devices
to spin up new networks, subnets, IP ranges, DHCP servers, etc. Proxmox SDN allows creating these virtualized network
infrastructures. This post will look at Proxmox SDN configuration step-by-step and how it is setup.
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Introduction to Proxmox SDN

Virtualization is not just for compute and storage or SD-WAN. Proxmox SDN is a new feature in Proxmox VE that allows
you to create virtualized networks and isolated private network configurations in code. Think of it like creating your own
little switch in software. These network are made up of virtual zones and networks (VNets) for communication. Using SDN,
admins have much better control over networking management and virtual networks that are attached to VM guests and it
is all free and open-source.

Note the following components of Proxmox software-defined network:

e Zones — a virtually separated network configuration or area
 Virtual networks (VNets) — Virtual network that is part of a zone
e Subnets — The network IP space insde a VNet.

Comparison with VMware NSX

You have probably heard about VMware’s SDN solution called VMware NSX. There are many similarities with NSX and
Proxmox SDN in capabilities. Arguably VMware NSX is a more robust solution that is a paid add-on to VMware vSphere.
However, the Proxmox SDN solution is not as mature as VMware NSX that has been around for years now. | would like to
see some of the additional micro-segmentation firewall features added to Proxmox SDN that we have in VMware NSX to
create any number of connectivity rules and it can be integrated with ID sources for users, like AD domain configurations.

Use Cases of Proxmox SDN

What is the application of this technology? Using these components, you can create complex overlay networks on top of
your existing network. The SDN network is a layer above the physical IP network where physical devices and hosts are
connected.

Also, you can create your own isolated private network on each Proxmox VE server and span this to networks across
multiple Proxmox VE clusters in many different locations.

Prerequisites

While Proxmox version 8.1 has the SDN components preloaded and the integration is available, according to the
documentation, you will need to load the SDN package in Proxmox 7.X for every node in the cluster config:

apt update
apt install libpve-network-perl

After installation, you need to ensure that the following line is present at the end of the /etc/network/interfaces
configuration file on all nodes:

source /etc/network/interfaces.d/*

Proxmox requires the dnsmasq package for SDN functionality to enable features like DHCP management and network
addressing. To install the DNSmasq packages:

apt update

apt install dnsmasq

# disable default instance
systemctl disable --now dnsmasq

For advanced routing:


https://www.virtualizationhowto.com/2016/02/deploy-dell-virtual-storage-manager-4-5-2-in-vcenter/
https://www.virtualizationhowto.com/2019/10/vmware-network-virtualization-components-and-products/
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https://www.virtualizationhowto.com/2019/09/protect-internet-privacy-install-firefox-private-network/

apt update
apt install frr-pythontools

Setting Up Proxmox SDN

Let’s take a look at setting up software defined networking SDN on a Proxmox host and enabling an existing local Linux
machine to connect. In this overview, we will enable automatic DHCP on the network interface so the machine can pull an
IP from the IP range.

To Install Proxmox SDN as a simple network, we will do that in the following order:

1. Create a Simple SDN Zone

2. Create a VNet

3. Create a Subnet and DHCP range
4. Apply the SDN configuration

1. Create a Simple SDN Zone

There are a few types of Zones you can create. These include:

« Simple: The simple configuration is an Isolated Bridge that provides a simple layer 3 routing bridge (NAT)

e VLAN: Virtual LANs enable the traditional method of dividing up a LAN. The VLAN zone uses an existing local Linux
or OVS bridge to connect to the Proxmox VE host’s NIC

* QinQ: Stacked VLAN (IEEE 802.1ad)

e VXLAN: Layer 2 VXLAN network that is created using a UDP tunnel

« EVPN (BGP EVPN): VXLAN that uses BGP to create Layer 3 routing. In this config, you create exit nodes to force
traffic through a primary exit node instead of using load balancing between nodes.

First, we need to create a new Zone. For this walkthrough, we will just be creating a Simple Zone. Login to your Proxmox
node in a browser as root for the proper permissions. At the datacenter level, navigate to SDN > Zones > Add.


https://www.virtualizationhowto.com/2016/12/great-free-linux-load-balancer/
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The SDN Zone configuration also allows you to set the zone for automatic DHCP configuration that will allow your VMs to
pull an IP address from the VNet and Subnet configuration we will setup below. You can also set the MTU value for the
size of the ethernet frames (packet), and DNS configuration, including DNS server, DNS zone, etc. In this example, | am
creating a SDN Zone called sdn01.

The MTU value is important to note as with VXLAN, it uses 50 bytes to encapsulate the packet, you need to reduce the
size by 50 bytes less than the normal MTU value. Optional will default to a size of 1450 on auto. In the case of VXLAN with
IPSEC security, customers will need to reduce the MTU by 60 with IPv4, or 60 for IPv6 for guest traffic or you will see an
issue with connectivity that may be a problem that is hard to uncover.
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After clicking OK above, we see the new sdn01 Simple Zone.
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Viewing the simple zone in proxmox sdn

2. Create a VNet

Next, we need to create a VNet in PVE. Navigate to the VNet menu under the SDN menu and click to Create a new VNet.


https://www.virtualizationhowto.com/wp-content/uploads/2024/03/Viewing-the-simple-zone-in-Proxmox-SDN.png
https://www.virtualizationhowto.com/wp-content/uploads/2024/03/Viewing-the-simple-zone-in-Proxmox-SDN.png

L'.lrn.u'."u W Creatm O | molfipam

s =17}
L o]

£ Repicalon

i Pormissaons

B AP Tokens
8y Two Fackor
T Gooups
W Poois
¥ Roles

& Rmaime

i S0M
B Toras
h Vieds
L]
=AM
i ACME

D Fiirmadl

Beginning the process to create a new vnet

Create a name for the VNet and select the Zone we created above. You also have the option to make these VLAN aware
with a tag and also create an alias.
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Configuring the new vnet in proxmox sdn

3. Create a Subnet and DHCP range

After creating the VNet, we can create a Subnet. Click the Create button on the Subnets screen.
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Creating a new subnet in proxmox sdn

Enter your IP address CIDR information and Gateway. If you populate the Gateway here, your Proxmox server will assume
this IP address. Also, you can check the SNAT box. This will allow your VMs connected to the SDN network to easily
connect to external networks beyond the SDN network (aka the Internet and your physical network) by masquerading as
the IP and MAC of the host. Click Create.
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Click on the DHCP Ranges and enter your start and end address for the DHCP range. It will hand out addresses from this
range of IPv4 |Ps.
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Creating a dhcp range in proxmox sdn

After clicking OK, we will see the new VNet and Subnet displayed.
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Looking at the vnets and subnets created

We are not setting anything in the Options screen or IPAM. However, let’s take a look at what those screens look like.
Under the Options screen and the Controllers section, we can add network controllers for more advanced configurations
like VXLAN to configure network tunnel configurations between peers, which are the Proxmox nodes. Under the
Controllers section, we can add EVPN, EBGP, and ISIS.

For BGP controllers, these are not used directly by a zone. You can configure FRR to manage BGP peers. BGP-EVPN
configuration define a different ASN by node. When you click the controller dropdown, you will see a list of options.
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Looking at controllers and options available in proxmox sdn
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4. Apply the SDN configuration

It is very important to understand that creating the configuration we have created does not apply the configuration. It
only stages the configuration so to speak. You need to click the SDN parent menu and click the Apply button.
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Apply the proxmox sdn configuration

Now we see the new SDN network status after the configuration is applied and the Proxmox networking services are
restarted.



https://www.virtualizationhowto.com/wp-content/uploads/2024/03/Apply-the-Proxmox-SDN-configuration.png
https://www.virtualizationhowto.com/wp-content/uploads/2024/03/Apply-the-Proxmox-SDN-configuration.png
https://www.virtualizationhowto.com/2014/02/untangle-10-slow-to-apply-network-changes/

rmand B3

o

REIRT T T

L LR BT
3 Replcaion 2
e Aty
' Parmissions
5N Melo Stalus

& Lsars bzl [HTACINN ok
S AP Toans san(i T
2, Tien Facher
W Groips
W Pooks
# FRoles
Wl Faalms

2 HA

= S0M
il Zones
an Viaols
§ Oplions
F IPaM

& ACME

U Firewal

|l Bdetric Server

o | hsiner memmen Darpcrigstion
prrcadasil raolfipam SRV nebworkang - Feload

Viewing the new configuration applied in proxmox

Connect Virtual Machines and Containers to the SDN network

Now that we have the configuration for SDN in place on our virtual switches bridge in the hypervisor, we can connect the
virtual machine or container (CT) to the new SDN network.
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Connecting a new virtual machine to the proxmox sdn network

Below, you see the summary screen of creating a new virtual machine and we see | have connected it to the new SDN
network.
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Summary of new vm creation details

After installing Ubuntu, the VM correctly grabs a DHCP address from the range configured. Also, we can ping the gateway
that was established in the configuration. Keep in mind how cool this really is. We have a network with total separation
from the other physical network technologies for VM traffic and it is totally defined in software.
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New virtual machine pulls a dhcp address from proxmox sdn

Key points to remember

Let’s consider a few key points to remember about the Proxmox SDN solution.

Network Interfaces and VLAN Configuration

Network interfaces are the gateways between your virtual machines and the broader network (Internet). Make sure to give
attention to detail to configure these correctly for proper connectivity and optimal performance.

VLANSs enable you to segment your network into isolated sections. With VLANSs you can create a secure, organized
network zones.

VXLAN Zone Implementation

VXLAN zones extend VLAN capabilities and create overlay networks across even different physical network locations.
With VXLAN, you can build a complex, scalable network architecture.

Advanced Proxmox SDN Features

Some of the advanced Proxmox SDN features include automatic DHCP assignment to IP address management.
Understand how you can use these features to enhance your network management.

Virtual Zones and Traffic Isolation

Creating virtual zones within Proxmox SDN allows network traffic segregation. This enhances the security and
performance of your network. Traffic isolation is crucial for security.

Wrapping up Proxmox SDN configuration

The new Proxmox SDN features in Proxmox 8.1 and above are a great new feature that allows you to create new networks
quickly and easily in software. Networking has traditionally been a challenge to configure quickly and easily since physical
network devices and configurations have to be changed. With SDN, all of this changes with the network overlay created.
The underlying physical network no longer has to be updated, like network switches, or changed for new networks and
connectivity to be created.

Proxmox SDN is easy to configure and you can create a simple new network as shown in the walkthrough to start playing
around with the new feature in your home lab. Let me know in the comments or VHT forum if you have played around with
Proxmox SDN as of yet and what use cases you are finding in the home lab.
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pfSense Proxmox Install Process and Configuration

August 26, 2022
Proxmox
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Logging into pfSense VM for the first time

Many great open source solutions are available these days for many use cases, including security, networking, routing, etc
Two of those include pfSense and Proxmox server. Proxmox VE is an open-source solution that you can easily download
for free and run a pfSense VM for routing, virtual network interfaces, firewall capabilities, etc. Let's deep dive into the
process of pfSense Proxmox install process and configuration and see what steps are involved.
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https://www.virtualizationhowto.com/2023/10/proxmox-homelab-first-5-basic-configuration-steps/

STEP-BY-STEP @

f

What is Proxmox VE?

Proxmox VE is a open-source virtualization solution allowing you to run virtual machines, including pfSense VM solutions.
This is great as it allows you to run a pfSense virtual machine that can perform routing, firewalling, VPN, and all the great
features that pfSense includes as part of the solution. In addition, you can run other virtual machines along with pfSense in
Proxmox.

You can also run a Proxmox cluster for the highest availability requirements and for failover purposes.

Running pfSense on Proxmox VE

Running pfSense on Proxmox server, pfSense Proxmox, is a great way to have powerful features for no cost, running on
commodity bare metal hardware. Proxmox provides many enterprise hypervisor features, including backups that can be
enabled for newly created virtual machine boxes running in Proxmox server.

Run on bare metal or virtual machine

Proxmox hosts can run on a bare metal server or run as a virtual machine itself. If you would like to see how to run
Proxmox Server as a nested VMware virtual machine, check out my post here: Nested Proxmox VMware installation in
ESXi — Virtualization Howto

What is pfSense?

First of all, what is pfSense? The pfSense solution is a secure and widely used firewall distribution that is available as a
virtual machine appliance or running on hardware platforms from Netgate.

Either way, you can get network interfaces either in hardware or virtual machine network interfaces, allowing you to route,
firewall, and connect traffic to your network as you would any other enterprise firewall solution.


https://youtube.com/watch?v=mwDv790YoZ0

Netgate hardware

T netgate

=3 netgate

Netgate hardware firewall appliances

Download pfSense ISO image

You can download the pfSense ISO image here for the Community edition:

Download pfSense Community Edition

Upload ISO image to Proxmox server

Before we can run our pfSense VM installation on Proxmox ve, we need to get the installation ISO image for pfSense VM
uploaded to Proxmox VE. To do that, we log into Proxmox VE and browse to our local Proxmox storage, select ISO images
and click the Upload button
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Beginning process to upload pfSense ISO to Proxmox
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Once you click the Upload button, you will have the ability to click the Select File button. Click the Select File button and
browse to your downloaded pfSense ISO image. Then, click Upload.

Upload (33
File: C:\fakepath'\pfSense-CE-2.6.0-F
File name: pfSense-CE-2.6.0-RELEASE-amdid.iso

File size: 731.91 MiB

MIME type: -

Hash algorithm: | None

Upload

Choose the pfSense ISO for upload to Proxmox VE

After you click Upload, you will see the upload progress. Then, the screen below should display, noting the upload of the
ISO image was successful for pfSense.

Task viewer. Copy data

Output [EEEUTE]

starting file import from: fvar/tmp/pveupload-85145f7d63tbed23bf7b1f71e7534c02

target node: prosmo

target file: fvar/libfvz/template/iso/pfSense-CE-2.6.0-RELEASE-amd64.iso

file size is: 767463424

command: cp -- fvar/tmp/pveupload-85148f7d63fbed23bf7b1f7127534c02 jvar/lib/vz/template/iso/pfSense-CE-2.6.0-RELEASE-amd64.iso

finished file import successfully
TASK OK

pfSense ISO image successfully uploaded to Proxmox VE server

Creating the pfSense VM in Proxmox VE

We first need to create the pfSense VM in Proxmox VE that will be used to install pfSense.
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After you access Proxmox through port 8006, right-click your Proxmox VE server in the Proxmox web GUI and select

Create VM.
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Create a new VM in Proxmox VE

Configuring the new pfSense VM

Note the following tabs and how they are configured with the new pfSense VM.

General tab Settings

On the general tab, configure a name for the new pfSense VM.

AClive
i
ik
i
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g

Yes
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s

s
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Create: Virtual Machine ()

s System Disks CPU emonry Metwork Confirm

Mode: proxmox ™ Resource Pool: ™
WM D 100 -
Name: pfsensd
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Configure a name for the new pfSense VM

OS settings

On the OS tab, here is where we select the ISO image that we uploaded earlier.
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Create: Virtual Machine ()

General m System Disks CPL demory letwork Confirm

(@) Use CD/DVD disc image filz (iso) Guest O5:
Storage: | local ” Type: Linux ~
IS0 image: | pfSense-CE-2 6. 0-RELEASE-an Version: 5x- 26 Kemel
() Use physical C Name Faor... Size
() Do not use any pfSense-CE-2.6.0-RELEASE-amdb4 iso iso 767 .46 MB

Advanced []

Select the pfSense ISO image

System tab

On the system tab, we can leave the default settings.
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Accept the defaults on System

Disks

On the disk screen, you select where you want to install pfSense, the disk size, bus device information, etc.
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Select the storage location for the pfSense VM in Proxmox

CPU tab

On the CPU tab, you can configure the number of CPU sockets and cores.
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Create: Virtual Machine (5

General 05  System  Disks Memory Metwork Confirm

Sockets: 1 = Type: Default (kvmb4) ™

Cores: 1 - Total cores: 1

© Help Advanced [

Configure CPU settings

Memory tab

On the memory tab, you configure how much memory you want to allocate to the pfSense VM.
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Configure memory settings for pfSense

Networking Tab

On the network tab, you configure the network interfaces you want to use for your pfSense VM running on your Proxmox
host. There are differences to think about depending on whether you are running pfSense on physical hardware with
physical interface ports or a virtual machine running pfSense.

Here, on the creation screen, we can just accept the defaults and then we will change a couple of settings once we have
the VM created. Note on the screen the settings you can configure, including bridge ports, VLAN tag, firewall, model, MAC
address, etc.
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Create: Virtual Machine (%)
General s System Disks CPU Memory Confirm

[] Mo network device

Bridge: vmibr( Model: VirtlQ (paravirtualized)
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Firewall: |
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Configure the network settings for the pfSense VM

Confirm tab

On the confirm tab, we can confirm the settings used to create VM for pfSense.
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Create: Virtual Machine (=)

Genearal a5 System Disks CPU Memory Metwaork

Key Value

cores 1

ide2 localiso/pfSense-CE-2.6.0-RELEASE-amd64 iso, media=cdrom
memaory 20438

name pfsense

netd virtio,bridge=vmbr0 firewall=1
nodename ProXmox

numa 0

ostype 126

scsil pmox-synology:32

scsihw virtio-scsi-pci

sockets 1

vmid 100

Start after created

Confirm the configuration settings for the new pfSense VM

After you click create VM of the pfSense VM, this essentially creates the pfSense virtual machine so we can install pfSense
as a guest OS on in the Proxmox box VM.

Changing a few settings on the pfSense VM

If you noticed on the network device screen above, it only configured one network device. However, for the pfSense VM to
route traffic as expected, we need both a LAN port, or LAN interface, and a WAN port, or WAN interface.

The WAN interface will house the WAN IP address that will provide connectivity from the outside inward for accessing
internal resources and provide Internet connectivity. These WAN and LAN interface connections will allow successfully
routing traffic as expected and benefiting from the pfSense firewall.
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Add a new network adapter

On the new interface, select the bridge ports, VLAN tag, and other settings for the second network adapter. By default, it
will add virtlO interfaces when you add a new adapter. You may need to play around with this when adding. | had to go
back and change my installation to Intel Pro 1000 adapters for it to work correctly in my nested lab.

| also added an additional network bridge where you can choose a new Linux bridge configuration.


https://www.virtualizationhowto.com/wp-content/uploads/2022/08/Add-a-new-network-adapter.png
https://www.virtualizationhowto.com/wp-content/uploads/2022/08/Add-a-new-network-adapter.png

X PRO>MD

Al Stz Do

Haries _r'rr:;ﬂ =] aris Wl ipararvirisall ad|
WLAN Tag mia WLAN WAL gk T
[T ] ]
[T Bl bl (BEEWR T pnlredind
(11 P ]

Add a new network adapter after creating the pfSense VM

After adding an additional network device, we now have two network devices configured with the pfSense VM.
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Viewing the network adapters after adding to the pfSense VM
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As a note, depending on what type of hardware you are running on top of for your Proxmox host, some may need to
instead not add a network adapter but instead add a PCI device that is passed through to physical NICs.
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Adding a new PCI device in Proxmox VE

Install pfSense VM

Now we can actually install pfSense and configure the virtual machine appliance. Right-click the pfSense VM shown on
your Proxmox host and select start.
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Power on the new pfSense virtual machine

After powering on and pfSense running as a VM, we can begin the process to run pfSense as an installed pfSense version.
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——— Welcome to pfiense

b . Boot Multi user [Enterl
Boot Single user

Ezcape to loader prompt
Reboot

Cons: Serial

Options:
6. Kernel: default-kernel (1 of 1)
7. Boot Options

Autoboot in O second=s. [Spacel to pause

Loading kermnel...
boot- kernel- kernel text=0x1a5f37c data=0x140 data=0x1b63940 -

Boot screen of the pfSense VM running in Proxmox VE

This begins the “text” install pfsense VM process. Accept the EULA displayed.

Copyright and distribution notice
Copyright and Trademark Hotices.

Copyright(c) 2004-2016. Electric Sheep Fencing, LLC ("ESF").
All Rights Re=zerwved.

Copyrighti(c) 2014-2022. Rubicon Communication=z, LLC d-b-a Netgate
("Netgate").
11 Right=s Rezerwved.

11 logo=s, text, and content of E3F and-or Netgate, including underlying
HTML code, designs, and graphics used andsor depicted herein are
protected under United 3tates and international copyright and trademark
laws and treaties, and may not be used or reproduced without the prior
express written permiz=zion of ESF and-sor Netgate.

"pfSense” is a registered trademark of ESF, exclusively licensed to
Netgate, and may not be used without the prior express written
permis=sion of ESF and-sor Hetgate. All other trademarksz szhowun herein are
ouned by the respective companiesz or persons indicated.
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<ccept)|

Accept the EULA agreement

Choose to install pfSense on the next screen.
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pf3ense Installer

e lcome
Welcome to pfSencze!?

Install pfSense

Rescue Shell Launch a shell for rescue operations
Recover config.xml Recover config.xml from a previous install

{Cancel>

Selecting the Install option on the text installer screen

Continue with the default keymap for the keyboard layout.

pfSense Installer

Keymap Selection
The system console driver for pfSense defaults to standard “"US"
keyboard map. Other keymaps can be choszen below.

>»> Continue with default keymap

—»— Test default keymap

J Armenian phonetic layout
Belarusian

Belgian

Belgian (accent keys)
Brazilian (accent keys)
Brazilian (without accent keys)
Bulgarian (BDS)
Bulgarian (Phonetic)
Canadian Bilingual
Central European

e

(
(
(
(
(
(
(
(
(
(

<ielect | {Cancel>

[Press arrows, TAB or ENTERI]

Configuring the default keymap

Choose to configure the partitioning unless you need a custom layout Automatically. Here | am choosing ZFS
configuration.
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pf3ense Installer

Partitioning
How would you like to partition your disk?

Guided Root-on-ZFS

Auto CUFS) EIODS Guided Disk Setup wsing BIOS boot method
Auto CUFS) UEFI Guided Disk Setup wusing UEFI boot method
Manual Manual Dizsk Setup (experts)

shell Open a shell and partition by hand

{Cancel>

Selecting how you would like to partition your disk in Proxmox VE

Proceed with the install pfSense process.

pfSense Installer

ZF53 Configuration
Conf igure Options:

»» Install Proceed with Installation

Pool TyperDizks: stripe: 0 disks
Re=zcan Devices *

Dizk Info *

Fool Name pfSense

Force 4K Sectors? YE3

Encrypt Disks? NO

Partition Scheme GPT (BIOS)

Swap Size 1g

Mirror Swap? NO

Encrypt Swap? NO

-

y|
4
E
P
3
M
W

<ielect | <Cancel>

Create ZF5 boot pool with displayed options

Confirming to proceed with the installation

Choose the virtual device type. Here | am selecting the Stripe no redundancy.
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pf3ense Installer

ZF3 Conf iguration
Select Virtual Dewvice type:

Stripe - No Redundancy

mirror Mirror - n-Way Mirroring

raidl® RaAID 1+0 - n x Z2-Way Mirrors
raidzl RAID-Z1 - Single Redundant RAID
raidzZ RAID-ZZ - Double Redundant RAID
raidz3 RAID-£Z3 - Triple Redundant RAID

<Cancel>

[Press arrows, TAB or ENTERI]

[1+ Disks]l Striping provides maximum storage but no redundancy

Select the virtual disk type

On the ZFS configuration screen, click OK.

pfSense Installer

ZF53 Configuration

Confirm your ZFS configuration

Click Yes on the ZFS configuration screen.
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Installer

ZF3 Conf iguration

Are you sure you want to

the current contents of the following disks:

dad

TS > <N >

[Press arrows, TAB or ENTERI]

Confirming you want to format the disk and destroy data

The install pfSense process begins.

pfSense Installer

firchive Extraction
Extracting distribution files. ..

bhase . tx=... e

Overall Progress:

4094 files read @ 454 .0 filesssec.

pfSense installation on Proxmox begins

You will be asked if you have any manual configuration you want to perform. If not, select No.
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pf3ense Installer

Manual Conf iguration
The installation is now finished.
Before exiting the installer, would
you like to open a shell in the new
system to make any final manual
modifications?

Installation is finished and choosing no custom modifications

The installation is complete. Reboot your pfSense VM.

pfSense Installer

Complete
Installation of pfSense
complete?! Would you like
to reboot into the
installed system now?

RRIYIEE <Shell >

Choosing to reboot after the installation

After the pfSense VM boots for the first time, you should see your WAN and LAN interfaces come up and show IP
addresses for the WAN and LAN ports. As you can see, these are not on the same network or same subnet.
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Most configurations will see the WAN IP address configured from the ISP via DHCP server. You will want to have a static
IP address configured on the LAN interface since this will be used as the gateway address for clients connected to the LAN
port of the pfSense VM.

The pfSense LAN address is configurable and you will want to configure the address to match your clients. The LAN port
also doubles as the management port for pfSense VM by default. You can’t manage pfSense from the WAN port by default,
only the LAN port. This can be changed later, but is something to note as you run the pfSense virtual machine on your
Proxmox box.

The pfSense firewall will also be the default gateway for the clients on the network. The pfSense WAN is the address used
for incoming traffic that will be NAT’ed inward to internal IP addresses on the network. For management, specifically note
the LAN ip address.

Below, you will note | have private IPs on both the WAN and LAN port. This is because | have this configured in a lab
environment. In production, you will have a public IP address configured on the WAN port for true edge firewall capabilities.

Starting syslog...done.

Starting CRON... domne.

pfsensze 2.6.0-RELEASE amd64 Mon Jan 31 19:57:53 UTC 2022
Bootup complete

FreeB5D-samd64 (pfSense.home.arpal (tiyvd)
KUM Guest - N#ffgate Device ID: e025443f9e90aaB6fb59
P x Welegfime to pfSense 2.6.0-RELEASE (amd64) on pfSenze ===

WAN C(wan) -> emd -» v4,DHCP4: 10.1.149.165-24
LAN (lan) -> eml -> wi: 192.168.1.1-24

@) Logout (55H only) 9) pfTop

1) As=sign Interfaces 10) Filter Logs

2) Set interface(s) IP address 11) Restart webConfigurator

3) BReset webConfigurator password 12) PHP =shell + pfSense tools

4) Reset to factory defaults 13) Update from console

5) Reboot system 14) Enable Secure Shell (sshd)
6) Halt =ystem 15) Restore recent configuration
?) Ping host 16) Restart PHP-FPM

8) Shell

Enter an option:
Viewing the interface DHCP address and internal LAN

Configure pfSense VM on Proxmox

Now, we need to browse out to the pfSense web GUI found on the IP address of the LAN port after installing in Proxmox.
The default password will be needed as you log into the pfSense LAN and is:

admin/pfsense
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I | B pfSense - Logn
.:: A Mot secur et/ 192, 168,11 sl &

[Yisense

SIGN IN

Logging into pfSense VM for the first time

After logging in with the default admin password, the configuration wizard will begin to run pfSense, including the pfSense

firewall capabilities.
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I | B piSensehomearps - Wizardip X | = = m) X

< G A Motsecure | heps/192.168.1.1/wiza el = et » o G 8

Flisense

COERUNITY EDITIOM

WARNING: The admin acoount passwaodd iz sl 1o the default valse. Charnge the pansw in th

Wizard / pfSense Setup / 2]

Welcome to pfSense® software!

This wizard will provide guidance through the initial configuration of pliSense

The wizard may be stopped at any time by clicking the loga image at the 1op of the screen

pfiensed software is developed and maintained by Netgate R

pfSanss Hatgale, View licenas,

Beginning the pfSense web Ul setup wizard

Click next past the Netgate support message.
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Rlisense
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WARMNING: The admin scoount pasaword iz sed 1o the default valkie. Change the password o th

Wizard / pfSense Setup/ Netgate® Global Support is available 24/7 @

Siep 1 od B

Netgate® Global Support is available 24/7

Cur 24T worldwide team of support engineeds are the most gualified o diagnoss your isaue
fioe 10 emMenpeize = on prémises to cloud

and resahng it guickly, Thom branch offsoe 15

Wa offer several support subscription plans tailored 1o fit detherent environment sizes and

requirements. Many companies around the workd choose Metgale support because

supper is avasable S hours a 0ay, seven days a weed, including holedays
+ Bupport engineers ane localed arcund the world, ensuring that no support call is

miSSed

Jur support enginesrs hold many prestigicus network eangineer certibicates and hasve

years of hands-on experience with netwarking
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Note the message on Netgate support

Set the pfSense hostname and domain name.
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Flisense

GOl WHITY EDITION

WARMING: The admin acoount pasavword Is el to the default valie. Change the password in the User

1CH

Wizard / pfSense Setup/ General Information (7

General Information

Un this acneen the genera pfSamee parammeters will be sal

Hosiname i Safiam
Eag
Domain clow 3
Ex AR

The default behavior of the DNE Resolver will ignore manually conhgured NS servers for
chiant gueries and query root NS servers directly. To use the manually conbsgured DNS
servers balow for client queries, visit Senvices = DNS Reaobeer and enable DNS Query
Fotwarding after cormpleting the wizard
Primary DNS
Sorver

Secondary
DNE Server

Configure the pfSense hostname

Configure the NTP time server configuration.
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Flisense

COEMUNITY EDITIDMN

WARMNING: The somin acooarnt passwodd is set 1o the detault value, Change the

Wizard / ptSense Setup/ Time Server Information 7]

Time Servar Information

eane enter the lme, dale and Ume 2one

Time server 7 alsanse pool.m
hostname
Timezone Eta/UTE w

piSense Metgate View license

Configure NTP settings in pfSense

Configure the WAN interface. Even though we have already configured this, the pfSense wizard gives you another
opportunity to configure the WAN port.
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Flisense

oM ITY EDITION

WARMING: The admin sccoount passvword Is sed o the default vakie. Change the password in the

Wizard / pfSense Setup/ Configure WAN Interface (7

Slep Aol ¥

Configure WAN Interface

On this acneen the Wide Area Metwork infarmation will be configuned

SeloctedType CHHICF W

General configuration

MAC Address

GiE m R P T y Tl [ oft blank a | 1493

Configure WAN interface in pfSense

Same with the LAN port. You can reconfigure if needed here.
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I | B pfSensehomearps - Wizard: pf X | = = m) X

<« O A Motsecure | hetps//192.168.1.1 wizard, ' 3 B 2

Flisense

COEMUNITY EDITIDM

WARNING: The admin scoount password iz set 10 the detfault value

Wizard / ptSense Setup/ Configure LAN Interface (2]

Shen S ed 9

Configure LAN Interface

On thie screen the Local Area Netwok information will be configuned

LAM IP 182 1681
Address
Subnet Mask 24 w

Metgate. Wipw licenae

Configure the LAN interface

Change the admin password on the next screen.
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Wizard / ptSense Setup/ Set Admin WebGU| Password o

Set Admin WebGUI Passwaord
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S5H services if anabled
Admin IR

Passwaord

Admin -
Passward
AGAIN

Metgate View licenas

Change the default admin password

Ready to reload pfSense to finalize the configuration.
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COMUNITY EDITIDM

Wizard / pfSense Setup/ Reload configuration e
Step T ol §
Click Reload to reload pfiense with new changes

Metgate. Vipw licenae

Reload pfSense with the new configuration

At this point after the reload, the install pfSense process is now complete.
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Wizard / pfSense Setup/ Wizard completed. Q
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Wizard completed.

Congratulations! pfSense is now configured.

Wa recommiend that you check to see if there are any software updates avatlable. Kesping
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gecurity of your network

Chech for updaten

Remember, we're here 1o help.
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Wizard completes after the reload of pfSense

Congratulations, the install pfSense process is now complete!
Wrapping Up

The pfSense Proxmox installation procedure is straightforward and consists of creating a new Proxmox virtual machine
with the correct network adapter settings. Then you power on the VM, run through the initial text configuration setup to
install pfSense and establish basic networking connectivity. Afterward, using the pfSense web GUI, you finalize the pfsense
installation on Proxmox using_the configuration wizard. Proxmox makes for a great platform to install pfSense as Proxmox
provides many of the settings and configuration capabilities needed to customize your installation of pfSense Proxmox.
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Nested ESXi install in Proxmox: Step-by-Step

December 21, 2023
Proxmox

Vmware esxi on proxmox

If you have a Proxmox VE server in your home lab or production environment and want to play around with VMware ESXi,
you can easily do that with Proxmox nested virtualization. Let’s look at the steps required for a nested ESXi server install in

Proxmox.

Table of contents

Nested Virtualization in Proxmox
Preparing_your Proxmox VE host to enable nested virtualization for ESXi
Creating the ESXi VM in Proxmox
Step-by-Step Installation of Nested ESXi
Managing_Virtual Machines in a Nested Setup
o Using_advanced features in nested VMs
Troubleshooting Common Issues in Nested Environments
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¢ Frequently Asked Questions About Nested ESXi in Proxmox

Nested Virtualization in Proxmox

Nested virtualization in Proxmox VE is easy to set up and has real benefits in learning and setting up rather complex
architectures without the physical hardware that would otherwise be needed to set them up physically.

Now, you can use something like VMware Workstation to easily nest ESXi. However, if you already have a dedicated
Proxmox host, it is a better platform for a dedicated lab experience. There is always running it on VMware ESXi if you have
a physical VMware host.

Proxmox nested virtualization allows exposing the CPU'’s hardware virtualization characteristics to a nested hypervisor.
This process to expose hardware assisted virtualization to the guest ESXi VM is required so the nested hypervisor can run
virtual machines.

Preparing your Proxmox VE host to enable nested virtualization for ESXi

If you don’t know how to configure Proxmox Nested Virtualization or enabling hardware assisted virtualization, you can see
my recent guide to do that here: How to Enable Proxmox Nested Virtualization.

An overview of the few steps exist to enable nested virtualization for Proxmox and run a nested VM hypervisor are as
follows:

e Make sure your CPU supports hardware-assisted virtualization
e Enable hardware-assisted virtualization if it isn’t enabled already
« Enable nested virtualization on the nested ESXI installation VM

Creating the ESXi VM in Proxmox

VMware hypervisors are extremely popular in the enterprise. Let’s look at the process to create the VMware ESXi VM in
Proxmox. This is a normal creation process for the most part. | will show you guys one option | chose that didn’t work,
surprisingly when creating the VM running ESXi.
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Node: Resource Pool:

VM 1D: 104
MName: esxionpve

Start at boot: Start’Shutdown
order:

Startup delay:

Shutdown timeout:

Beginning the create virtual machine wizard

Upload your VMware ESXi 8.0 U2 or other ESXi ISO to your Proxmox server and select this in the wizard. On the type,
choose Other for the guest operating system.
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Cr Virtual Machine

General 05  System

(®) Use CD/DVD disc image file (iso) Guest 05:
Storage: local Type:
I50 image: VMware-VMvisor-Installer-8.01)2 Version:
() Use physical CD/DVD Drive

() Do not use any media

Advanced

Select your esxi iso image under the os tab

Here | left VirtlO SCSI single selected for SCSI controller.
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Create: Virtual Machine

General 0S5 | System  Disks

Graphic card: Default 5CS1 Confroller:  VirtlQ SC51 single

Machine: Default (i440f) Qemu Agent:
Firmware

BIOS: Default (SeaBIOS) Add TPM:

Advanced

Leaving the defaults under system for esxi nested

On the Disks screen, configure the disk size you want and also the Storage location for your VM files and hit Next.
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Create: Virtual Machine
General 05  System | | Disks | CPU
ide0 B  Disk Bandwidth

Bus/Device: IDE Default (No cache)
Storage: NVMePool(1

Disk size (GiB): 256

55D emulation: Backup:
Skip replication:

Async 10: Default (io_uring)

Advanced

Setting up the storage for the esxi vm

Choose your CPU options.
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Cr Virtual Machine
General 05  System  Disks

Sockets: Type: xB6-64-v2-AES

Cores: Total cores: 4

VCPUs: CPU units:
CPU limit: Enable NUMA:
CPU Affinity:

Extra CPU Flags:

Default oy md-clear Required to let the guest OS know if MDS is mitigated correctly

Default Y pcid Meltdown fix cost reduction on Westmere, Sandy-, and lvyBridge
T Intel CPUs

Default Y ) Allows improved Spectre mitigation with Intel CPUs
Default Ty Protection for "Speculative Store Bypass™ for Intel models
Default Y@ Allows improved Spectre mitigation with AMD CPUs

Default Y@y Basis for "Speculative Store Bypass™ protection for AMD models

Advanced

Cpu settings for the esxi nested vm

Configure your memory.
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Create: Virtual Machine

General 05 System Disks CPU

Memory (MiB): 16384|

Minimum memory (MiB): 16384

Ballooning Device:

Memory configuration

Ok, so this is the step that surprised me a bit. | here selected Intel E1000 which is a standard Intel driver. But | will show
you what happens during the install.
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Cr Virtual Machine
General 05 System Disks CPU

Mo network device

Bridge: vmbir{)

VLAN Tag: 149

Firewall:

Disconnect

MTU:

Memory

Metwork Confirm

Madel: Intel E1000
MAC address:

Rate limit (MB/s):

Multiqueue:

Advanced

Setting the network adapter to e1000

Confirm your configuration and click Finish.
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Create: Virtual Machine

General OS5 System Disks CPU  Memory  Metwork |  Confirm

Key | Value

4
xB6-64-v2-AES
ideD NVMePool01:256
ide2 local:iso/VMware-VMvisor-Installer-8.0U2-22380479.x86_64__ 1_iso,media=cdrom
memaory 16384
name esxionpve
netd e1000,bridge=vmbr{ tag=149 firewall=1
nodename pvel1
numa 0
ostype other
scsilw virtio-scsi-single
sockets 1

vmid 104

[ ] Start after created

Advanced Back

Confirm the installation options

Step-by-Step Installation of Nested ESXi

Let’s look at how to install ESXi in Proxmox after we have created the Proxmox virtual machine to house the nested virtual
machine install.

Below is booting the VMware VM guest OS in Proxmox.
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A Mot secure | 5://10.3.33.14:3006/?console=kvm&novnc= 1&vmid=104&vmname=esxionp:

E3Xi-8.0U2-22380479-standard Boot Menu

E3Xi-8.0U2-22380479-standard Installer

Boot from local disk

Automatic boot in 3 seconds...

Beginning the esxi 8.0 u2 installation
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VMuare ESKi 8.0.2 (YMKernel Release Build 22330479)

QEMU Standard PC (i440FX + PIIX,. 1996)

Intel(R) Xeon(R) CPU D-1541 @ 2.10GHz
16 GiB Memory

Uncompress ing boot modules. ..
vmnx . v
vin.voo

sh.wdd
s.v00

The esxi nested vm boots into the installation

OK, so | told you there was something unexpected happen with the Intel E1000 driver. It didn’t detect the network adapter
in ESXi.
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YHuare ESHi 8.0.2 Installer

No Network Adapters

No network adapters were detected. Either no network adapters are physically
connected to the system, or a suitable driver could not be located. A third
party driver may be required.

Ensure that there is at least one network adapter physically connected to the
system before attempting installation. If the problem persists. consult the
VYMuare Knouledge Base.

No network card detected in esxi

| powered the ESXi VM down and went back and selected VMware vmxnet3 adapter for the model.

Edit: Network Device

vmbr( Model: Vivlware vimxnet3
149 MAC address: BC24:11:AT-7TA:02

%

Rate limit (MB/s):

Multiqueue:

Advanced [/

Changing the network adapter model to vmware vmxnet3

Now, the network adapter was recognized and the installation proceeded.
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YHuare ESHi 8.0.2 Installer

Helcone to the VMuare ESXi 8.0.2 Installation

VYHMuware ESXi 8.0.2 installs on most systems but only
systems on VMuare's Compatibility Guide are supported.

Consult the VMuare Compatibility Guide at:
http://uun . vnuare .con/resources/conpat ibility

Select the operation to perform.

The installation of nested esxi continues

Now for the standard screens, but we will show them anyway. Accept the EULA.
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End User License Agreement (EULAJ

VMWARE GENERAL TERMS

Last updated:16 June 2022

By dounloading or using an Offering. Customer agrees to be
bound by the terms of the Agreement.

1. OFFERINGS.

1.1. Applicable Terms. The terms of the Order and these
General Terms, including applicable Exhibits and

Offer ing-specific Notes (collectively, the “Agreement™)
govern Customer’s use of the Offerings. The following

descending order of precedence applies: (a) the Order: (b)
the General Terms: (c) the Exhibits: and (d) the
DOffering-specific Notes.

1.2. Users. Customer is responsible for its Users”
conpliance mith the Agreement.

1.3. Restrictions. Customer may use the Offerings only for

Use the arrouw keys to scroll the EULA text

Accept the eula 1

Select the target storage for the installation.
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Select a Disk to Install or Upgrade
(any existing VMFS-3 will be avtomatically vupgraded to YMF5-5)

= Contains a VMFS partition
# Claimed by VMuare wSAN

Storage Device Capacity

(none ]

Select the installation target storage for nested esxi

Select the location for the keyboard layout.
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Please select a keyboard layout

Suiss French
Suiss German
Turkish

US Dvorak
Ukrainian
United Kingdon

Use the arrouw keys to scroll.

Select the esxi keyboard layout

Enter and confirm your password.
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Enter a root password

Root password:
Conf irm passuord:

Configure the root password for esxi

| am running on an older Xeon D processor so we see the alert about an outdated processor that may not be supported in
future releases. You will see the same error on bare metal.
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Error(s)/Harning(s) Found During System Scan
The system encountered the following warning(s).
Warning(s)

<CPU_SUPPORT WARNING: The CPU on this host may not be supported
in future ESXi releases. Please plan accordingly. Please refer to
KB 82794 for more details.>

{BIOS_FIRMHUARE_TYPE WARNING: Legacy boot detected. ESXi servers
running legacy BIOS are encouraged to move to UEFI. Please refer

to KB 84233 for nore details.>

Use the arrouw keys to scroll

Warning about older cpu support in esxi 8.0 update 2
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Confirn Install

The installer is configured to :
= ESXi 8.0.2 on t10.ATA QEMU_HARDD ISK
AMoEoE 1

Marning: This disk uill be repartitioned.

Confirm the installation of esxi and repartitioning

The installation begins.
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Installation Progress

ESXi 8.0.2

27 7

Esxi installation progress begins

Finally, we are prompted to remove the installation media and reboot.
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Installation Complete

ESXi 8.0.2 has been installed successfully.

ESXi 8.0.2 will operate in evaluvation mode for 60 days.
To use ESXi 8.0.2 after the evalvation period, you nust
register for a VMuare product license.

To administer your server, navigate to the server’s
hostname or IP address from your web brouwser or use the
Direct Control User Interface.

Reboot the server to start uwsing ESKi 8.0.2.

Installation finished remove installation media

Hopping back over to Proxmox, | remove the ESXi ISO before rebooting.

") Use CD/DVD disc image file (iso)

) Use physical CD/DVD Drive

(® Do not use any media

Removing the iso from the esxi vm in proxmox

After initiating a reboot.
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Reboot ing Server

The server uill shut doun and reboot .

The process will take a short time to complete.

Rebooting the esxi installation

After the nested ESXi installation boots, we see it has correctly pulled an IP address from DHCP so the network adapter is
working as expected.
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QEMU Standard PC (i440FX + PIIX. 1996)

Intel(R) Xeon(R) CPU D-1541 @ 2.10GHz
16 GiB Memory

To manage this host, go to:
https://710.1.149.152/ (DHCP)
https://[feBB: :be24:11ff :fear:7abB21/ (STATIC)

<F2> Custonize System/Vieu Logs <F12> Shut Doun/Restart

Vmware esxi vm in proxmox boots and it correctly pulls a dhcp address

Below, | logged into the VMware host client to manage the ESXi host running in Proxmox.


https://www.virtualizationhowto.com/wp-content/uploads/2023/12/VMware-ESXi-VM-in-Proxmox-boots-and-it-correctly-pulls-a-DHCP-address.png
https://www.virtualizationhowto.com/wp-content/uploads/2023/12/VMware-ESXi-VM-in-Proxmox-boots-and-it-correctly-pulls-a-DHCP-address.png

wn ESX Host Cliank

- '
B o v nrewr daras B CremtaiBegnass el | S Sher owes n Lupeaai 3 Barieman

kg dzal
e oo B O Ly 2

KtalE PRI [TEE DO e b

a LpLTek U OFy

Logged into the esxi host client

Managing Virtual Machines in a Nested Setup

The cool thing about working with ESXi that is nested in a Proxmox VM is that, for the most part, you won’t notice much
difference if you are used to accessing the ESXi host client or adding the ESXi host to the vCenter Server and managing it
with vCenter.

Using advanced features in nested VMs

The great thing about running ESXi as a nested hypervisor, is you won’t see any difference in the advanced features for
nested VMs. You will still be able to do things like installing VMware Tools in Linux and your Windows Server operating
system instances.

If you are configuring a cluster of ESXi hosts with vCenter, you can utilize features like vMotion and DRS within a nested
VMware vSphere cluster.

Troubleshooting Common Issues in Nested Environments

Running nested ESXi in Proxmox can be a bit of a mind-bender on the networking side. However, this is not unique to
Proxmox, as running nested ESXi on a physical ESXi host can be the same challenge.

First, though, you need to understand Proxmox VLANS. | just covered this recently as well. So, check out my post on
Proxmox VLANS to first understand how to configure VLANSs in Proxmox.

Just remember, on the nested VMware ESXi side, you can’t tag VLANs on your port groups as this will lead to “double
tagging”. They will instead assume the tag from the Proxmox side.

What | like to do is set up the Proxmox Linux Bridge as a trunk bridge, which is the default configuration when you make it
VLAN aware. Then, you can change the tag on your network adapter configured for your VMware ESXi VM to tag the
traffic from the ESXi VM.
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Frequently Asked Questions About Nested ESXi in Proxmox

How Does Nested ESXi Differ from Regular Virtualization in Proxmox?

Nested ESXi in Proxmox takes virtualization a step further by running a virtual machine (VM) within another VM. In nested
setups, ESXi acts as a guest hypervisor within the VM to create and manage additional VMs in this second layer of
virtualization.

Can | Run VMware Tools in a Nested ESXi VM?

Yes, VMware Tools can be installed and run within a VM running on nested ESXi in a Proxmox environment. This
installation enhances the functionality and performance of the nested VMs. It provides better hardware compatibility and
improved management capabilities.

What Are the Key Considerations for VM Hardware Settings in Nested Virtualization?

When configuring VM hardware in a nested virtualization setup, it's important to allocate sufficient resources, such as CPU
and memory, to ensure smooth operation. Additionally, you should enable promiscuous mode in the virtual switch settings
to allow communication between nested VMs.

Is Nested ESXi Suitable for Production Environments?

Not really in most scenarios. You definitely won’t be supported by VMware in a nested environment and likely not Proxmox
either. It is best to keep nested environments in their proper place, for learning and labbing and testing out configurations
without the physical hardware to install on bare metal.

How Can | Optimize the Performance of Nested VMs in Proxmox?

Give attention to resource allocation, enabling hardware-assisted virtualization, and configuring network settings properly.
Monitor your Proxmox VE host and nested ESXi VMs to make sure there are no performance issues.

Can Windows Server Be Used Effectively in a Nested ESXi Setup?

Windows Server can be run as a guest operating system in a nested ESXi VM. This setup allows for testing and
development of Windows-based applications in a controlled, virtualized environment, leveraging the capabilities of both
Proxmox and ESXi.

Are There Specific Network Configurations Required for Nested ESXi in Proxmox?

Nested ESXi in Proxmox requires specific network configurations, including setting up virtual switches and enabling
promiscuous mode to allow proper network traffic flow between nested VMs. Proper configuration ensures seamless
connectivity and communication within the nested environment.

What Are the Benefits of Using Intel VT-x in Nested Virtualization?

Using Intel VT-x in nested virtualization enhances the performance of nested virtualization. This technology enables more
efficient emulation of hardware features. Really, you don’t want to use nested virtualization without it.

Wrapping up

Hopefully, this blog post has been a help to any who are running Proxmox as your hypervisor running your home lab
environments. It is easy to get a virtual machine running with VMware ESXi in a Proxmox nested environment. Keep in
mind the need to use the VMware vmxnet3 adapter and the note on Proxmox VLAN tagging. If you are running guest VMs
in your ESXi VM, you will also need to keep in mind the need to enable promiscuous mode for your Proxmox bridge.
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